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Contacting Brocade Technical Support

As a Brocade customer, you can contact Brocade Technical Support 24x7pyntelephone, or by €
mail. Brocade OEM customers should contact their OEM/Solutions provider.

Brocade customers
For product support information and the latest information on contacting the Technical Assistance
Center, go tavww.brocade.com and seleSGuport.

If you have purchased Brocade product support directly from Brocade, use one of the following methods
to contact the Brocade Technical Assistance Center 24x7.

Online Telephone

Preferred method of contact for nen Required for Sev-Critical and Sev-Righ

urgent issues: issues:

1 Case management throughe 1 Continental US:-800-752-8061
MyBrocade portal 1 Europe, Middle East, Africa, and Asia

I Quick Access links to Knowledge Pacifc: +806AT FIBREE (+8002827
Base, Community, Document Librai 33)
Software Downloads and Licensing  Tolkfree numbersare available imany
tools. countries.

 For areas unable to access a-fodle
number: +1408-333-6061

Brocade OEM customers

If you have purchased Brocade product support from a Brocade OEM/sopwtiwider, contact your
OEM/Solution Provider for all of your product support needs.

)l
)l
)l

1

OEM/solution providers are trained and certified by Brocade to support Brocade® products.
Brocade provides backline support for issues that cannot be resolved by the Qildfsprovider.
Brocade Supplemental Support augments your existing OEM support contract, providing direct
access to Brocade expertise. For more information, contact Brocade or your OEM.

For questions regarding service levels and response times, coamacOEM/solution provider.

Brocade resources

Visit the Brocadewebste to locate related documatation for your product and additionaBrocade
resouces.

White papes, dita sheets, and the mosecent versionsof Brocade sftware and hadware manuals
are availableat www.brocace.com. Product documatation for all suppotedreleases igvailableto
regidered usesat \VyBrocade

Click theSupport tab and selecDocument Libraryto access documetation on MyBrocadeor
www.brocack.com You can loate documaeatation by product orby opeating system.
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Release notes are bundled with software downloads$/yiBrocade Links to software downloads are
available on the MyBrocade landing page and in the Document Library.

Document feedback

Quiality is our first concern at Brocade, and we have made every effort to ensure the accuracy and
completeness of thidocument.
However, if you find an error or an omission, or you think that a topic needs further development, we
want to hear from you. You camrovide feedback in two ways:

1 Through the online feedback form in the HTML documents postedvon.brocade.com

1 Bysending your feedback tdocumentation@brocade.com
Provide the publication title, part number, and as much detail as possible, including the topic heading
and page number if applicable, all as your suggestions for improvement.
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Netlron OS Relea$e0.00 introduces new functionalities and enhances tla@abilities of Brocade MLX
Series, CER 2000 Series and CES 2000 Series. Brocade continues to irkeyw&telinologies and
Release.0.00 brings new features in the following areas:

1 SDN,

91 Data privacy with IPsec,

1 IP/MPLS services

1 NetworkPacket Brker functionality for 4G/LTE mobile networ&sd
1 NewOptics for 40G connectivity options.

Path Computation Element Protocol a@genFlow tdMPLS LSP as logical port allow service providers to
migrate toan SDNoperation modelwhile maintaining interoperability with existing MPLS networks.

Layer 2 over IPsec enables secure connesfimdata center interconnect anenterprises can now
meet security compliances in the public clouds and virtual private clouds.

In addition, maageability and troubleshooting functions are further enhanced for efficient network
operation. With these featwes, Brocade MLX Series Router continugbadeading platform for
converged data center and service provider network services.

Brocade MLXedtwork Packet Broker

Beginning with Netlron 6.0.0Gawvo FPGA bundlesill be available for download.

1 Installing the Network Packet Broker (NPB) FPGA bundle will place the Brocade MLXe device
chassis into Packet Broker mode.

1 Installing the MAIN (defat)lFPGA bundle will place the Brocade MLXe device chassis into the
default mode.

The global setting across the chassis can be eltledévork Packet Broke(NPBmode or MAIN
(default).

1 The Main (default) global setting requires the MAIN FPGA manddst installed.
1 The NPBjlobal settingequires the NPB FPGA manifest to be installed.
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. SKI@KRIZWA S &

Behavior changes in release

1 Consult theSoftware Features, the CLI Command, anddpgradeand Downgrade
Consi@rations sectionsf these notes for any behavior changes in this release.

There are no deprecated commands in RGRA.

There are no deprecated commands in RGEA.
There are no deprecated commands in R06.0.00b.

There are no deprecated commands in R06.0.00a.

{ 2F 0@3$ INDBJzNES a

New software features introduced in R06.0.00d
Details of corrected defects are provided in Clogatth Code changes R06.0.00d.

Enhanced features introduced in R06.0.00d:

1 VLAN name length changé his feature supports up to 35 characters of the VLAN name. The
VLAN name character length is increased from 31 to 35 characters.

9 Scaling IPv4 Maxoute per VRF This featureéncreases the capacity of IPv4 ndefault VRF
routes from 650K to 750y default, thesystemmax values for ipoute and ipcache are
increased from 650K to 750K to accommodite maxroute scale

New softvare features introduced in R06.0d00
Details of corrected defects are provided ingeld with Code changes R06.0.00c

Enhanced features introdued in R06.0.00c

9 Saving system state to FlaslThis feature aims to collect/capture system state information
for debuggingpurposes at the customer site.

1 Longest Prefix Match Next Hop Walkhis feature detects inconsistencies between the
software and the hardware LPM next hop programming and can generate a syslog warning or
takea corrective actiorto clear the affected routes.
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New software features introduced in R06.(00
Details of corrected defects are provided ing&d with Code changes R06.0.00b

Enhanced features introduced in R06.0.00b:

T

Preserving EXP bits in MPLS heaédEreservesthe traffic class based on the EXP value from the
MPLS header for the VPL&Mraffic from the MPLS uplinkraffic is queued based on the

extracted EXP/traffic class value from the packet.

Exclude PCP Markingwith this ACL option, irrespective of priodityrce,the LJ- O1 SG Qa LIOLJ
value will not be modified on any packet L2/L3/VPLS.

Recovery using NP MAC FIFO reset on detecting MAC FIFO Full conditistieature
monitors the NP Memory MAEIFCfull error condtion and allows auto recovery tffie system

in cases of MAC FIFO full errdihis featurewill attempt to reset the FIFO for recovery when

FIFCGiull condition is latched.

Logging hardware error from Tsec statistics and LP IPC buffer corruption into
sydog/console- This feature monitors Ts€backplane LP Ethernet controller) for three types

of the errors latched in Tsec like FCS error, code error and carrier sense error while receiving the
packet from management card.

CRC check on {diig header in Rpath - This featurds disabled by defaultA command has

been providedo enable Hi Gig CRC check on Rx path.

Flow Control Status This feature provides a consolidated view of the flow control status
information, including pause frames received by tlutp, at various suisystem levels of the

line card

New software features introduced in R06.0.00a

Network Packet Broker Enhancements:

Startingin the R06.0.00a release, sombletwork Packet BrokeNPB features are enablednly
onthe NPB FPGAITf youare using any of the following features in NPB deployments on the
following line cards, please ensure that you are using the corretitdyh 6.0.00a NPB FPGA
files. All the other NPB features are enabledalhline cards and on botthe Main and NPB

FPGA.
MLXe Module NPB FPGA Main FPGA
BRMLX10Gx20 T Packet Timestampin| £q)16ing NPB features Nd
T NVGRE strlpplng. Present:
T Source port labeling 1 Packet Timestamping
1 NVGRE stripping
1 Source port labeling
BRMLX40Gx4 Not Applicable T Packet Timestampin
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1 NVGREtripping
1 Source port labeling

BRMLX100Gx2 T Packet Timestampin| £q)16ing NPB features Nd
1 NVGRE stripping Present:

1 Source port labeling
1 Packet Timestampin
1 NVGRE stripping

1 Source port labeling

The following features areahe new NPBfeatures:

1 802.1BRand VNTag stripping: This feature strips 802.1br header (ethgpe=0x893f)
and VNtag header (ethetype=0x8926) from ingress traffic before sending it for further
processing/forwarding.This is useful in cases where the analytics tdolsot
understand these headers

9 Packet TimestampingThis feature allows inserting ant®te timestamp into ingress
packets. The timestamp can be NTP time or local clock time.

1 SCTP traffic filteringThis feature enablethe user to filter SCTP traffic based on source
and destination TCP/UDP ports.

1 Source port labeling Users can enable this feature to insert-ayte label toidentify
the ingress port.This source port label will hold the SNMP Ifindex value from IFMIB for
the interface. Source port is used for downstream filtering.

1 NVGRE strippingTheNVGRE headettripping feature enablethe user to strip the
outer Ethernet, Outer IPv4, and the NVGRE header from incoming IPv4 NVGRE packets.
This is useful in cases are the analytics tools doot understand these headersr if
the tool is only interested in the tunneled information.

1 Packet Length filtering:This feature allows users to filter ingress IPv4 and IPv6 traffic
based on IP Payload Length of packéterIPv4, payload length excludes IP header
length. For IPv6, there is already a Payload Length field present in the header.

The following features aréhe other new features:
SNMP/MIB Changes:

1 PCEP MIBThis feature will provide MIB support to track the status and statistics of
PCEP related information. The following tables and notifications are supported:
PcePcepEntityTable, PcePcepPeerTable, PcePcepSessTable, pcePcepSessUp,
pcePcepSessDown, pcePcepBeSsS Nh S NI 2 R LJIOSt OSLY Saat SSNI

1 Auto-bandwidth MIB:This MIB (mplsLspAutoBwTable) will help monitor status and
statistics of MPLS RSVP abmdwidth related information via SNMP

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 11



1 SNMP support for CAM utilization (PRODRFE1032624M usage calme monitored
via SNMP MIBsThis feature aligns MIBs to the current CAMtip@n/sub-partition
structure.

OpenFlow Enhancements:

1 OpenFlow: ARP to normal plus controlleWith this feature along with regular
processing of ARP (consumed by CPU or floadbeddge/vlan domain), punting of ARP
packets to the SDN controller is also supported when the SDN controller programs such
a flow rule. ARP packets can be tagged or untagged comorgdanfigured
unprotected VLAN.

1 OpenFlow support for MPLS as switche@heningressMPLS traffic with ninterface
MACis received on an openflowlL2/L23 interéad will be switched ad will not hit the
MPLS OpenFlowile.

1 Primary Port LAGThis feature banges primary port in LAG with no traffic disruption.
Prior to ths release, primary port change was manual aadsedraffic disruption.
Starting with Ntlron 6.0.00a, the change will be seamless with no traffic disruption.

1 AAA local authentication fallback (PRODRFE10324®\s feature allowshe
administrator to fallback tahe local authentication method in case a server in a
previous authentication method returned accesgect. Prior to this release this was
done only in case there was a timeout from servers of earlier methbdsase of
authentication success from the seryéhnat response is considered final for that
method and the entire authenticatian

1 DH group 14 for SSH in néfiPS mode (PRODRFE1034%7 earlier releases, the Diffie
Hellman Group 14 is supported for FIPS and CC wwlgle With this feature
enhancement DH Group 14 supported in regular mode (for examplehen FIPS is not
enabled) as well

1 CE2.0 Change in MLXRatelimiting function was enhanced to meet CE2.0 guidelines to
enable certification

1 Ingress ACL permit tging This feature when enabled will log packets matching the
permit rule of an accesdlst for IPv4 and IPv@t is supported for ingress filtering only,
andcan be enablefor User ACL and rACL bindings. tioissupported for L2ACLSs.
Logging can bdone selectively as well with opti@hCLI to limit CPU utilization

1 PKIl offline enroliment:
This feature introduces the following enhancement$I certificate management:

o Offline certificate EnrolimentDevice will generate CSR and prints it to console
and copies a file to flash in base64 format. User can manually take the CSR to CA
server and can obtain the certificate. Then User can load the certificat@&into
device. Useful in caghe CA server neesto be offline.

o Offline loading of certificates and CRIdser can paste the PEM format
certificate or CRL onto device console now.

o Certificate chain validation using CRIEseviously when using CRL, only the
NEZ2O0IFGA2y adl Gdza i8validass Salieawhalkeichai.y

O
(p))
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With this enhancement, we validate the revocation status of entire peer
certificate chain including CA certificates.

Optics Support

Support for QSFP 28 Optics.

Sftware featuresntroduced in R06.0.00

The followingsoftware features are new in this releager information about which platforms
support these features, refer to theéeature Support Matrix

IPsecenhancements:

1 L2 over IPseg The featureprovides secure point to point layer 2 extension over WAN.
The lyer 2 traffic is encrypted by IPsec tunnels using the most advancedESuite
security protocols.

1 ICX IPsec interoperabiltyCX and MLXeave been tested tinteroperate inthe same
IPsec tunnedfor secure VPN connection for enterprise.

1 vRouter IPsec irroperability- vRouter and MLXe have been tested to interoperate in
the same IPsec tunnels for secure VPN connection between enterprise data center and
public cloud for hybrid cloud use case.

1 Track IPsec tunnels for VRRP failevéthe IPsec tunnel geedown, the VRRP / VRRPe
priority will decrement and trigger the failover the VRRP / VRRPe peers.

1 Option to display IKRWdebug for a particular IPsamnel - The debug option display

IKEv2 debug logs for a specific IPSec tunnel as configured by th& selebug logs
areas per the currently supported debug logs such as trace, event, error, packet et
cetera.

Software-defined Network (SDN):

T

Path Computing Element Communication Protocol (PCE&hComputing Element

(PCE) is SDN based solution f&L\ traffic engineering. MLXe will act as the PCE client
(PCC) that will request RSVP LSP path calculation from the PCE server. PCE server will
inquire its own traffic engineering database and respond with the explicit path object to
the PCC. Stateless Pia&2ised on RFC 5440 will be supported in NI 6.0.

OpenFlowto MPLS LSP as logical pdvtPLS LSP tunnels are supporte@penFlownas

logical ports.

Network Packet Broker ghancements:

1

Increase traffic streams to 6Krhe number of traffic streamstfansparent VLANS is
increased to 6K to support high scale network packet broker and telemetry functions.
Increase L2 and L3 ACL to-4iKe number of Layer 2 and Layer 3 ACLs is increased to 4K
to support high scale packet filtering.

SNMP monitoring suppbL2 ACE SNMP monitoring is enabled for L2 ACL through MIB.

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 13



91 High/low watermark thresholds for traffic statistie¥he high and low watermarks for
the past 1 hour and past 24 hours of each physical interface will be tracked for interface
statistics.

1 IPWw6 ACL .1p matchit allows user to filter IPv6 traffic on the basis of .1p priority.

BGP diverse path:

1 BGP AddPath- This enables router to advertise multiple paths for the same prefix for
multi-pathing and faster convergence.

1 BGP Best External’ he roder can advertise the best external BGP path to the BGP
neighbors even when it receives a better internal BGP route. This enable multiple exit
paths to other AS.

GRE enhancements:

1 GRE tunnel bypassing A@\n option is added to allow traffic coming infinche GRE
tunnel to bypass the ACL configured on the interface.

1 GRE tunnel to hand off to MPL$his allows GRE tunnel to hand off to MPLS LSP

M IPv6 over IPv4 GRIPV6 traffic can be carried across IPv4 GRE tunnels.

IPv6enhancements:

1 IPv6 for VE over B- IPv6 addresses and IPv6 routing will be supported on VE over
VPLS interfaces.

1 IPv6 ACL deny logginGhe IPv6 ACL deny logging feature records traffic flows that are
denied by IPv6 inbound ACLs. When a packet is denied by an ACL, a syslog entry is
generated.

1 IPv6 ACL per SNMP server greilpv6 ACLs can be applied to individual SNMP server
group to limit access at a per group level.

New Optics:

1 40G BiDi QSFk 40G BiDi QSFP+ optiés now supportedn the MLXe $ort 40G line
card

Other features

9 BFD Support across MEBFD is supported on routers in MCT to provide connectivity
check for faster route convergence.

9 Load balance VLL to a specific group of ESRsfic from VLL can be load balanced up
to 8 LSPs.

1 Radius over TCP / TLBadiusconnection will be sent over TCP (RFC 6613) and also over
TLS (RFC 6614) to provide encrypted RADIUS.

91 Increase Netconf RPC response limit to 54PKe RPC response limit to a NETCONF
client has been increased to 512 Kbytes. It is 32 Kbytes in previeasesl

1 LDP shortcut Router generated packets such as routing protocols and OAM packets
(pings and traceroutes) can be sent over MPLS LDP tunnels instead of regular IP routing.

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 14



9 Multicast snooping per flag aging he multicast snooping database will age per
flag.
f IPC stuck auto detectionon LPandMPKA & FSI GdzNBE 3ISYySNI GSa aeéea
IPC Tx queue is stuck when the queue is-@mpty.
1 Show tech additionsThe following show tech satbommands have been added.
Show cpu histogram hold raear
Show cpu histogram wait noclear
Show tm log
Show tm histogram
Show tm norempty-queue
Itc show statistics
Itc show error list
Statistics for IPC Retransmits from MP
9 Show command for disabled CCEP port with MCT Spoke PW-staiasshow
command ido display the MCT spoke PW state for both L2 and L2VPN client ports.
1 MCT CCEP port up dela& configurable delay is added to LABIFOCKED state after
CCEP port is enabled to prevent duplicate L2 BUM packets.
1 High CPU auto detection on MFPhe MP CPU raonitored regularly. If the CPU crosses
a threshold, log file will be created for troubleshooting.
1 LSP down syslog reason strirthis feature adds a reason string to LSP down syslog to
explain what causes the LSP to go down
1 IPC statistics show TX drapblew fields areadded to show the drops in reliable and
unreliable transmit under th@c show statistics command
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The following commands are new in this release.

Modified commands R06.0.00d

The following commands have been modified in this release.

T
T

Vlanvlanid [namevlar-nameg
systemmax ipvrf-route num

New CLI commands R06.0.00c

= =4 =4 =4

= =4

memdump slotslot-id
reloadmemdump
resetmemdump

[no] sysmon Ipmmh-walk {actionaction-selection| auto| polling-periodduration| threshold

thresholdsetting}
Show sysmon Ipm nivalk status
[no] sysmon Ipm niwalk start

New CLI commands R06.0.00b

T
1
f

[no] setforce-tc-matchlabelexp

[no] accesdist 1200 permit any any any etype amyority-mapping priorityforce excludeggcp-marking

show flowctrl statusall

New CLI commands R06.0.00a

)l
)l
)l
)l
)l
)l
)l
T
il
T
T
)l

[no] fpga_mode_npb

[no] lag portprimary-dynamic

[no] port-primary-dynamic

[no] lacp systenrpriority number

[no] strip-802-1br all

[no] strip-vn-tag slot slot-num

[no] strip-802-1br slotslot-num devicedeviceid
[no] strip-vn-tag all

[no] strip-vn-tag slotslot-num

[no] strip-vn-tag slotslot-num devicedeviceid
show packetencapprocessing

show packetencapprocessing strif802-1BR

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0
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showpacketencapprocessing striggn-tag

show packet&encapprocessing [slot slahum]

show packeencapprocessing interface Ethernet

show runningconfig ¢ (for configpkt-encapproc mode)
ip matchpayloadlen

ipv6 matchpayloadlen

show ip matchpayloadlen

show ip matckpayloadlen [interface ethernet slot | port]
show ipv6 matctpayloadien

show ipv6 matckpayloadlen [interface ethernet slot | port]

=A =4 =4 =4 4 4 4 -4 -4 -4 -9

[no] configpkt-encapproc

Modified commands in Brocade Network Packet Broker RO&.0.00

9 The show versionral show flash command output will include information about whether the
XPP FPGA on an LP is NPB. If there is no reference to NPB in the command output, it is the
MAIN FPGA.

CLI commandstroduced in R06.0.00
additionatpaths

additionatpaths selet
advertisebestexternal

clear np qos statistics
clientinterfaces sync_ccep_early
deadtimer

disableacHor-6to4
disableacHor-gre

enablepce

enableqos-statistics

match additionalpaths advertiseset
messagebundle-support
maxunknowrtmessages
maxunknownrequests

min-keepalive
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negotiationdeny

neighbor additionapaths
neighbor additionapaths advertise
new additionalpaths disable

pce compute

preference

requesttimer

router pcep

set nexthop-tvf-doman

show aclpolicy

show tvfdomain
suppresspv6-priority-mapping
sysmon mghightcpu enable
sysmon mghigh-cpu cputhreshold
sysmon mghigh-cpu taskthreshold
sysmon ipc reg-mon enable
trv-domain

vll-peer (loadbalance)

Modified commandin R06.0.00

The following commands have been modified in this release.

ipv6 accesdist
interface ve

set nexthop-tvf-domain
show cluster

show ipsec profile
show ip multicast
show ip multicast vpls
show ip route

show ipv6 bgp neighbors
show ipv6 bgp routes
show np qos statistics
show mpls vll

show run
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Sysmon np memorgrrors action
track-port
vil-peer

vll-peer (load balance)

Deprecated commands

There are no deprecated commands in this release.
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MIBs

New MIB Objects
No MIB objects werentroduced in release R06.0.00d.

New MIB Objects
No MIB objectsvere introduced in release R06.0.00c.

New MIB Objects
No MIB objectsvere introduced in release R06.0.00b.

MIB Objects
The following MIBbjectsare introduced irreleaseR06.0.00a

1 fdryL2AclIfBindAcINameNew OID

1 fdryL2NamedAcITableNew table

A fdryL2NamedAclindex
fdryL2NamedAclIClauselndex
fdryL2NamedAcIName
fdryL2NamedAclAction
fdryL2NamedAclSourceMac
fdryL2NamedAclSourceMacMask
fdryL2NamedAclDestinationMac
fdryL2NamedAclDestinationMacMask
fdryL2NamedAclIVlanid
fdryL2NamedAclEthernetType
fdryL2NamedAclIDot1pPriority
fdryL2NamedAcIDot1pPriorityForce
fdryL2NamedAcIDot1pPriorityMapping
fdryL2NamedAcIMirrorPackets
fdryL2NamedAclLogEnabl
fdryL2NamedAclRowStatus

1 bgp4V2NIriRxPathldentifigrNew OID

1 bgp4V2NIriTxPathldentifieyNew OID

1 IfXWatermarkTable New Table

A ifWatermarkCurrentHourWindowStartTime
ifWatermarkCurrentHourHighRxUtilTime
ifWatermarkCurrentHourHighInPktRate
ifWatermarkCurentHourHighInBitRate
ifWatermarkCurrentHourLowRxInUtilTime
ifWatermarkCurrentHourLowInPktRate
ifWatermarkCurrentHourLowlInBitRate
ifWatermarkCurrentHourHighTxUtilTime
ifWatermarkCurrentHourHighOutPktRate
ifWatermarkCurrentHourHighOutBitRate

I DD DD DD DD D D >

> D> DD D> D
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Deprecated MIBs

Tou T o 3o I I DD D B I I D D D I o I D D D I I I DD B D D I D D B I I D D D B D

ifWatermarkCurratHourLowTxOutUtilTime
ifWatermarkCurrentHourLowOutPktRate
ifWatermarkCurrentHourLowOutBitRate
ifWatermarkLastHourHighRxUtilTime
ifWatermarkLastHourHighInPktRate
ifWatermarkLastHourHighInBitRate
ifWatermarkLastHourLowRxUTtilTime
ifWatermarkLastHourLowInPktRate
ifWatermarkLastHourLowInBitRate
ifWatermarkLastHourHighTxUtilTime
ifWatermarkLastHourHighOutPktRate
ifWatermarkLastHourHighOutBitRate
ifWatermarkLastHourLowTxUTtilTime
ifWatermarkLastHourLowOutPktRate
ifWatermarkLastHourLowQ@BitRate
ifWatermarkCurrentDayWindowStartTime
ifWatermarkCurrentDayHighRxUtilTime
ifWatermarkCurrentDayHighInPktRate
ifWatermarkCurrentDayHighInBitRate
ifWatermarkCurrentDayLowRxInUtilTime
ifWatermarkCurrentDayLowInPktRate
ifWatermarkCurrentDayLowInBitRate
ifWatermarkCurrentDayHighTxUtilTime
ifWatermarkCurrentDayHighOutPktRate
ifWatermarkCurrentDayHighOutBitRate
ifWatermarkCurrentDayLowTxOutUtilTime
ifWatermarkCurrentDayLowOutPktRate
ifWatermarkCurrentDayLowOutBitRate
ifWatermarkLastDayHighRxUtilTime
ifWatermarkLastDayHighInPktRate
ifWatermarkLastDayHighInBitRate
ifWatermarkLastDayLowRxUtilTime
ifWatermarkLastDayLowInPktRate
ifWatermarkLastDayLowInBitRate
ifWatermarkLastDayHighTxUtilTime
ifWatermarkLastDayHighOutPktRate
ifWatermarkLastDayHighOutBitRate
ifWatermarkLastDayLowTxUtilTime
ifWatermarkLastDayLowOutPktRate
ifWatermarkLastDayLowOutBitRate

There are no deprecated MIBs in this release.
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The followingRFCs and standards arewly suppoted in this release:

T

T
T
T

draft-ietf-idr-add-paths 10

draft-ietf-idr-bestexternat05

RFC 4658 A Path Computation Element (PCE) Based Architecture.

RFC 5444 Path Computation Element (PCE) Protocol (PCEP). Fully supported except SVEC
and Loaebalance objects

RFC 5528 Extensions to the Path Computation Element Protocol (PCERD{e

Exclusions. This is partially supported; SRLG ID and Unnumbered interfaces are not
supported. Explicit Exclusion Route sifject (EXRS) is not supported.
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Supported device®r R06.0.00a

The following devices are supported in thidease:

Brocade Netlron XMR 4000
Brocade Netlron XMR 8000
Brocade Netlron XMR 16000
Brocade Netlron XMR 32000
Brocade ML

Brocade ML>8

Brocade MLXA 6

Brocade ML>32

Brocade MLXxd

Brocade MLX&

Brocade MLX&6

Brocade MLX&2

Brocade Netlron CES 2024K
Brocade Netlron CES 2024k
Brocade Netlron CERT 2024@X
Brocade Netlron CEHRT 2024RX
Brocade Netlron CES 2024C
Brocade Netlron CES 2024F
Brocade Netlron CES 2048C
Brocade Netlron CES 2048CX
Brocade Netlron CES 2048F
Brocade Netlron CES 2048FX
Brocade Netlron CER 2024C
Brocade Netlron CHRT 2024C
Brocade Netlron CER 2024F
Brocade Netlron CEHRT 2024F
Brocade Netlron CER 2048C
Brocade Netlron CHRT 2048C
Brocade Netlron CER 2048CX
Brocade Netlron CHRT 2048CX
Brocade Netlron CER 2048F
BrocadeNetlron CERRT 2048F
Brocade Netlron CER 2048FX
Brocade Netlron CHRT 2048FX

= =4 =4 4 =8 - —f -8 8 —f - of S oS oA CS A oa s e

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0



Supported devices for Brocade Network Packet Broker R06.0.00a

Brocade Netlron XMR 4000
Brocade Netlron XMR 8000
Brocade Netlron XMR 16000
Brocade Netlron XMR 32000
Brocade ML

Brocade ML>8

Brocade MLA6

Brocade ML>32

Brocade MLXxd

Brocade MLX&

Brocade MLX46

Brocade MLX&2

=

= =4 =4 4 =4 -4 -8 - -8 -8
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Supported modules
The following interface modules are supported in this release:

Module

Description

Compatible devices

MLXewith XMR
or MR2Xmgmt.
module

MLXe withMLX
or MR2M mgmt.
module

Generation

BRMLX10GX4
IPSE®/

Brocade MLX-port 10
GbE/1 GbE combo and 4
port 1 GbE-M) IPsec
module with 512,000 IPv4
routes or240,000 IPv6
routes in hardware

Yes Yes

BRMLX10GX26X2

Brocade MLX 2fort 10
GbE/1 GbE (X2) SFP+ and
SFP combo module with
extended route table
support for upto 2.4 million
IPv4 or 1.8 million IPv6
routes in hardware.
Integrated hardware
enabled MACsec.

Yes Yes

BRMLX10GX2eM

Brocade MLX 2fort 10
GbE/1 GbE (M) combo
module. Supports SFP+ an
SFRwith up to 512,000 IPv4
routesor 240,000 IPv6
routes in FIB. Integrated
hardwareenabled MACsec.

Yes Yes

BRMLX1GCX24¢
ML

Brocade MLX 2gort (X)
10/100/1,000 copper (RJ
45) module with
IPv4/IPv6/MPLS hardware
support.Supports 512,000
IPv4 routesn FIB. License
dzLJANI Rl 6t S 7
(1 million IPv4 routes in
hardware).

Yes No

11
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Module Description Compatible devices Generation

MLXe with MLX| MLXe with XMR
or MR2M or MR2X mgmt.
mgmt. module module

BRMLX100GX2 Brocade MLX-port 100 Yes Yes 3
CFP2V GbE (M) CFP2 module.
Supports 512,000 IPv4
routes in FIB.

BRMLX100GX2 Brocade MLX-port 100 Yes Yes 3
CFP2X2 GbE (X2) CFP2 module wi
extended route table
suppot for up to 2.4
million IPv4 orl.8 million
IPv6 routes ihardware

BRMLX100GX1X Brocade MLX Seriespbrt Yes Yes 2
100 GbE module with
IPv4/IPv6/MPLS hardware
supportt requires high
speed switcHabric
modules and CFP optics

BRMLX100GX2X Brocade MLX Seriespdrt Yes Yes 2
100 GbE module with
IPv4/IPv6/MPLS hardwe
supportr requires high
speedswitch fabric
modules and CFP optics

BRMLX10GX8X Brocade MLX Seriesprt Yes Yes 2
10 GbE (X) module with
IPv4/IPv6/MPLS hardue
supportt requires SFP
optics.Supports up to 1
million 1Pv4 routesi FIB.
Requires higfspeed switch
fabric modules.

BRMLX1GCX24 Brocade MLX 2port (X) Yes Yes 1.1
10/100/1,000 copper (RJ
45) module with
IPv4/IPv6/MPLS hardware
support. Supportd million
IPv4 routes in hardware.
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Module

Description

Compatible devices

MLXe with MLX
or MR2M
mgmt. module

MLXe with XMR
or MR2X mgmt.
module

Generation

BRMLX40GX4M

Brocade MLX Seriespbrt
40 GbE (M) module with
IPv4/IPv6/MPLS hardwear
support and support for
QSFP#ptics, including
both LRand SR versions.
Supports up to 512,000
IPv4 routes 128,000
IPv6 routes. Requires
high-speed switch fabric
modules.

Yes

Yes

BRMLX10GX4X

Brocade MLX Seriespbrt
10 GbE (X) module with
IPv4/IPv6/MPLS hardwe
supportt requires XFP
optics.Supportsl million
IPv4 routes in hardware.

Yes

Yes

11

BRMLX10GX4X-
ML

Brocade MLX/MLXe-dort
10 GbE (ML) module with
IPv4/IPV6/MPLS hardwex
supportt requires XFP
optics.Supports 512,000
IPv4 routes in FIB. Licens
dzLJANI RIF6f S
scalability (1 million N2
routes in hardware).

Yes

No

11

NI-MLX10GX8M

Brocade MLX Seriesrt
10 GbE (M) module with
IPv4/IPVv6/MPLS hardwaré
support and up to 512,00(
IPvdroutest requires
SFP+ optics and high
speed switch fabric
modules

Yes

No
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Module

Description

Compatible devices

MLXe with MLX
or MR2M
mgmt. module

MLXe with XMR
or MR2X mgmt.
module

Generation

BRMLX1GFX24X

Brocade MLX Series-pbrt
FE/GbE (SFP) module, wit
IPv4/IPv6/MPLS hardawe
support. Supports 1 million
IPv4 routes in hardware.

Yes

Yes

1.1

BRMLX1GFX24
XML

Brocade MLX Series-pbrt
FE/GbE (SFP) module, wit
IPv4/IPv6/MPLS hdware
support. Supports 512,000
IPv4 routes in FIB. License
dzLJANI RIF 6t S
scalability (1 million IPv4
routes in hardware).

Yes

No

1.1

BRMLX10GX24
DM

Brocade MLXe 2gort 10
GbE module with
IPv4/IPv6/MPLS hardwe
supportt requires SFP
optics.Supports 256,000
IPv4 routes in FIB.

Yes

No

3a

NI-MLX1GX48T-
A

Brocade MLX Series-4®rt
10/100/1000BASH,
MRJ21 module with
IPv4/IPv6/MPL8ardware
support

Yes

No

11

NI-MLX10GX8D

Brocade MLX Seriesprt
10-GbE (D) module with
IPv4/IPv6 hardware
support- requires SFPP
optics. Supports 256K IPv4
routes in FIB. Does not
support MPLS. Requires
high speed switch fabric
modules.

Yes

No
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Module

(M) module with
IPv4/IPv6/MPLS
hardware support.
Requires SFP optics.
Supports 512K IPv4
routes in FIB. Requires
high speed switch fabric
modules. Upgradeable
to 10G, with BRMLX
1GX20U10GMUPG
license.

Description Compatible devices Generation
MLXe with MLX | MLXe with XMR
or MR2M or MR2X mgmt.
mgmt. module module
BRMLX MLX 16port 10- Yes Yes 3
10GX16ax2 Gbe/1Gbe (X2) SFP+ arn
SFP combo module with
extended route table
support up to 2M IPv4
and 800K IPv6 routes in
hardware. MACsec
enabled. Upgradeable tg
20X10GX2 using
additional software
license.
BRMLX1GX20 | Brocade MLXe twenty Yes Yes 3
Ul0GM (20)port 1-GBE/XGBE
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Module Description Compatible devices Generation

MLXe with MLX MLXe with XMR

or MR2M or MR2X mgmt.
mgmt. module module
BRMLX1GX20 Brocade MLXe twenty Yes Yes 3
U10GX2 (20)port 1-GBE (X2)
module with
IPv4/IPv6/MPLS

hardware support.
Requires SFP optics.
Supports simultaneoug
2M IPv4 and 0.8M
IPv6, or 1.5M IPv4 and
1M IPv6 routes in FIB.
Requires hSFM.
Upgrackable to 10G
with extra license.

1 Depending on your router model, you can install up to 32 sialgieinterface modules, or
16 doubleslot interface modules.

1 Interface modules are hegawappable. Interface modules can be removed and replaced
without powering down the system.

1 Gen 3 X2 modules with an MRE module will only support 512M routes.
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Supported power supplies

The followingable lists the power suplies that are available for the devices supportethis

release:
Part number Description Compatible devices
BRMLXEACPWR.800 1800W power supply. 16, 8 and 4slot MLXe and 1¢
and 8Slot XMR/MLX AC
BRMLXEDCPWR.800 1800W power supply. 16, 8 and 4slot MLXe and 1¢
and 8Slot XMR/MLX DC
NI-X-ACPWR 1200W power supply. 16-, 8 and 4slot MLXe and 1¢
and 8Slot XMR/MLX AC
NEX-DCPWR 1200W power supply. 16, 8 and 4slot MLXe and 1¢
and 8Slot XMR/MLX DC
NEX-ACPWRA 1200W power supply. 4-SlotNetlron XMR/MLX AC
NI-X-DCPWR 1200W power supply. 4-Slot Netlron XMR/MLX DC
BRMLXE32-ACPWR3000 AC 3000W power supply. 32-slot Netlron
MLXe/XMR/MLX
BRMLXE32-DCPWR000 DC 3000W power supply. 32-slot Netlron
MLXe/XMR/MLX
NIBF32-ACPWRA AC 2400W gwer supply. 32-Slot Netlron
MLXe/XMRMLX

NIBI32-DCPWR

2400W power supply.

32-Slot Netlron
MLXe/XMR/MLX DC

Supported ptics

For a list of supported fibevptic transceivers that are available from Brocade, refer to the latest
version of the Brocade Optics Family Data Sheet available onmenatbrocade.com

The Netlron 6.M0areleaseincludessupport forthe following:

Part number

Description

CFPZIOQSFP28/10D

CFP2 to QSFP28 conversion module

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0

31


http://www.brocade.com/

4

[2F 061 NB RWGEGNAENRERS YR

Imagefile names
Download the following images frommww.brocade.comin some cases boot amdanifest
images do not need to be upgraded.

Brocade MLX Series and Netlron XMR devices
NOTE:When pgrading MultiService Ironware foMLX Series/XMRollow the manifest
upgrade to ensure all required files are upgrad@&thot upgrade is not part of the manifest
upgrade. If the boot image is R05.6.00 or older, upgrade the boot image

Required image$or R6.000d MLX Series/XMR software upgrade
Manifest File for XMR/MLX Release 06.0.00

-NETIRON_IRONWARE_VER-MM&V/6.0.00d

-DIRECTORY /Boot/InterfaceModule
xmlprm05900.bin
-DIRECTOR/Boot/ManagementModule
Xxmprm05900.bin

#Application Images

-DIRECTORY /Combined/FPGA
Ipfpga06000d.bin

-DIRECTORY /Combined/Application
xm06000d.bin

-DIRECTORY /Monitor/InterfaceModule
xmlb06000.bin

-DIRECTORY /Monitor/ManagementModule
xmb06000.bin

-DIRECTORY /Application/ManagementModule
xmr06000d.bin

-DIRECTORY /Application/InterfaceModule
xmlp06000d.bin

-DIRECTORY /FPGA/InterfaceModule
pbif4x40_06000d.bin 2.05
pbif8x10_06000d.bin 2.24
pbifmrj_06000d.bin 4.04
pbifsp2_06000d.bin 4.02
statsmrj_06000cbin 0.09
xgmacsp2_06000d.bin 0.17
Xpp2x100_06000d.bin 1.05
Xpp4x40_06000d.bin 6.00
Xpp4x10g3_06000d.bin 5.00
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Xpp8x10_06000d.bin 1.08
xppmrj_06000d.bin 1.03
Xppsp2_06000d.bin 1.01
Xppxsp2_06000d.bin 1.01
pbif-ber-g3_06000d.bin 2.05
Xxpp20x10g3_06000d.bid.04
Xpp2x100g3_06000d.bin 6.04
-DIRECTORY /FPGA/ManagementModule
mbridge32_06000d.xsvf 36
mbridge_06000d.xsvf 37
sbridge_06000d.mcs 6
hsbridge_06000d.mcs 17
-END_OF_IMAGES

-DIRECTORY /Signatures
xmlprm05900.sig
xmprm05900.sig
xmIb06000.sig
xmb06000.sig
xmr06000d.sig
xmlp06000d.sig
Ipfpga06000d.sig
hsbridge 06000d.sig
mbridge_06000d.sig
mbridge32_06000d.sig
sbridge_06000d.sig
pbif4x40_06000d.sig
pbif8x10_06000d.sig
pbifmrj_06000d.sig
pbifsp2_06000d.sig
pbif-ber-g3_06000d.sig
statsmrj_06000d.sig
xgmacsp2_6000d.sig
Xpp2x100_06000d.sig
xXpp20x10g3_06000d.sig
xXpp2x100g3_06000d.sig
Xpp4x40_06000d.sig
xpp4x10g3 _06000d.sig
xpp8x10_06000d.sig
xppmrj_06000d.sig
Xppsp2_06000d.sig
Xppxsp2_06000d.sig
xmlprm05900.sha256
xmprm05900.sha256
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xmlb06000.sha256
xmb06000.sha256
xmr06000d.sha256
xmlp06000d.sha256
Ipfpga06000d.sha256
hsbridge_06000d.sha256
mbridge_06000d.sha256
mbridge32_06000d.sha256
sbridge_06000d.sha256
pbif4x40_06000d.sha256
pbif8x10_06000d.sha256
pbifmrj_06000d.sha256
pbifsp2_06000d.sha256
pbif-ber-g3_06000d.sha256
statsmrj_06000d.sha256
xgmacsp2_06000d.sha256
Xpp2x100_06000d.sha256
Xpp20x10g3_06000d.sha256
xpp2x100g3_06000d.sha256
xpp4x40_06000d.sha256
xpp4x10g3_06000d.sha256
xpp8x10_06000d.sha256
xppmrj_06000d.sha256
Xppsp2_06000d.sha256
Xppxsp2_06000d.sha256
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File Name Supported Modules

pbif4x40 4x40G modules

pbif8x10 8x10G modules

pbifmrj 24x1G and 48x1G modules

pbifsp2 2x10G, 4x10G, 4x18Gand 20x1G modules
statsmrj 24x1G and 48x1G modules

xgmacsp2 2x10G, 4x10& and 4x10G modules
Xpp2x100 2x100G modules (doubleide CFPbased module)
Xpp4x40 4x40G modules

Xpp8x10 8x10G modules

Xppmrj 24x1G and 48x1G modules

Xppsp2 2x10G, 4x10G, and 20x1G modules
xpp4x10g3 4x10G and 4x1G (M) IPSBEQdules
XppXsp2 4x10Gx

pbif-ber-a3 20x10G and 2x100G moduleb(andcX2)
Xxpp20x10g3 20x10G modules

Xpp2x100g3 2x100G modules (ha#fiot CFP:based module)
mbridge32 MBRIDGE32

mbridge MBRIDGE

sbridge Switch fabric modules

hsbridge High speedwitch fabric modules

Brocade Netlron CES and Netlron CER devices

NOTE:When upgrading MultBervice Ironware for CES/CER, follow the manifest upgrade to
ensure all required files are upgradeBoot upgrade is not part of the manifest upgradéthe

boot image is R05.5.00 or older, upgrade the boot image
Required images for R6.0.0Gabftware upgrade
-NETIRON_IRONWARE_VERJERY6.0.00d

-DIRECTORY /Boot
ceb06000.bin
-DIRECTORApplication
ce06000d.bin
-DIRECTORY /FPGA
pbifmetro_06000d.bin
-END_OF_IMAGES

-DIRECTORY /Signatures
ceb06000.sig
ce06000d.sig
pbifmetro_06000d.sig
ceb06000.sha256
ce06000d.sha256
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pbifmetro_06000d.sha256
-DIRECTORY /MIBS
ce06000d.mib
ce06000d_std.mib

Manifest for Brocade Network Packet Broker devices
NOTE:When upgrading MultBervice Ironware for MLX Series/XMR, follow the manifest
upgrade to ensure all required files are upgrad@&thot upgrade is not part of the manifest
upgrade. If the boot imagie R05.6.00 or older, upgrade the boot image.

Required images for Network Packet Broker R6@d software upgrade
-NETIRON_IRONWARE_VER-MM®&/6.0.00d

-DIRECTORY /Boot/InterfaceModule
xmlprm05900.bin

-DIRECTORY /Boot/ManagementModule
Xxmprm05900.bin

# Application Images

-DIRECTORY /Combined/FPGA
Ipfpga_npb_06000d.bin

-DIRECTORY /Combined/Application
xm06000d.bin

-DIRECTORY /Monitor/InterfaceModule
xmIb06000.bin

-DIRECTORY /Monitor/ManagentModule
xmb06000.bin

-DIRECTORY /Application/ManagementModule
xmr06000d.bin

-DIRECTORY /Application/InterfaceModule
xmlp06000d.bin

-DIRECTORY /FPGA/InterfaceModule
pbif4x40_06000d.bin 2.05
pbif8x10_06000d.bin 2.24
pbifmrj_06000d.bin 4.04
pbifsp2_06000d.bin 4.02
statsmrj_06000d.bin 0.09
xgmacsp2_06000d.bin 0.17
Xpp2x100_06000d.bin 1.05
Xpp4x40_06000d.bin 6.00
Xpp4x10g3_06000d.bin 5.00
Xpp8x10_06000d.bin 1.08
xppmrj_06000d.bin 1.03
Xppsp2_06000d.bin 1.01
Xppxsp2_06000d.bin 1.01
pbif-ber-g3_06000d.bin 2.05
Xpp20x10g3_npb_06000d.bin 6.14
Xpp2x100g3_npb_06000d.bin 6.14

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 36



-DIRECTORY /FPGA/ManagementModule
mbridge32_06000d.xsvf 36
mbridge_06000d.xsvf 37
sbridge_06000d.mcs 6
hsbridge_06000d.mcs 17
-END_OF_IMAGES

-DIRECTORY /Signatures
xmlprm05900.sig
xmprm05900.sig
xmIb06000.sig
xmb06000.sig
xmr06000d.sig
xmlp06000d.sig
Ipfpga_npb_06000d.sig
hsbridge_06000d.sig
mbridge_06000d.sig
mbridge32_06000d.sig
sbridge_06000d.sig
pbif4x40_06000d.sig
pbif8x10_06000d.sig
pbifmrj_06000d.sig
pbifsp2_®000d.sig
pbif-ber-g3_06000d.sig
statsmrj_06000d.sig
xgmacsp2_06000d.sig
Xpp2x100_06000d.sig
Xpp20x10g3_npb_06000d.sig
Xpp2x100g3_npb_06000d.sig
xpp4x40_06000d.sig
xpp4x10g3_06000d.sig
Xpp8x10_06000d.sig
xppmrj_06000d.sig
Xppsp2_06000d.sig
Xppxsp2_06000dig
xmlprm05900.sha256
xmprm05900.sha256
xmIb06000.sha256
xmb06000.sha256
xmr06000d.sha256
xmlp06000d.sha256
Ipfpga_npb_06000d.sha256
hsbridge_06000d.sha256
mbridge_06000d.sha256
mbridge32_06000d.sha256
sbridge_06000d.sha256
pbif4x40_06000d.sha256
pbif8x10_06000d.sha256
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pbifmrj_06000d.sha256
pbifsp2_06000d.sha256
pbif-ber-g3_06000d.sha256
statsmrj_06000d.sha256
xgmacsp2_06000d.sha256
Xpp2x100_06000d.sha256
Xpp20x10g3_npb_06000d.sha256
Xpp2x100g3_npb_06000d.sha256
Xpp4x40_06000d.sha256
xpp4x10g3_0600d.sha256
Xpp8x10_06000d.sha256
xppmrj_06000d.sha256
Xppsp2_06000d.sha256
Xppxsp2_06000d.sha256

# MIBS:

-DIRECTORY /MIBS
xmr06000d.mib
xmr06000d_std.mib

Migration ath
To establish an appropriate migration path from your current release of Brocade Netlron,
consult yourBrocade TAC representative (see the Preface of this document).

Upgrade andlowngradeconsiderations
To upgrade t®.0.0(, a two-step approachmay be reuired.

Scenario 1

Customers running releases 5.9.00a, 5.6.00ga, 5.6.00h, 5.8.00d, 5.7.00e or subsequent releases can
directly upgrade to 6.0.00a using MLX06000a_Manifest.txt.

NOTE:If the System is not running one of the releases listed abfmi®w scenario 2 or scenario 3
mentioned below

Scenaria?
To upgrade from 5.60c or any later release (othéran the images mentioned in Scenarip d two-
step approach is required.

1. Upgradeto 5.9.0® andreload the device.
2. Upgrade to 6.0.08using MLX06000a_Manifest aneload the device.

Scenario3
To upgrade to 6.0.G0from releases prior to R05.6.00gse the following procedure.

1. Upgrade to 5.9.00and reload the device.
2. Upgrade agaito 5.9.00 and reload the device agaihis ensures that the device will have the
SHAZ256 signatures on the device if they are needed, for example for Liapggraxie.
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3. Upgrade to 6.0.08with MLX06000a_Manifest.béndreload the device.
Scenario 4

UseScenario 4 if you want to ushe followingfeatures specific tthe NPB FPGA.

1 Packet Timestamping
9 Source port labeling
1 NVGRE stripping

1. Upgrade t06.0.00a using any of above scenarios based on the image from thiicipgrade is
being performed.

Reload the devicagainand verify that the system is up with NI 6.0.00a

Configure thépga-mode-npb command and @ve the configuration

Upgrade to the6.0.00a NPB image agi MLX_npb_06000a_Manifest.t&xihd reload the device
Make sure BRALX10Gx20 andBRMLX100Gx2CFP2 have NPB XPP images

Verify the system.Check the output ofhe show versioncommand and thehow flashcommandto
make sure the image versions are correCheck the output of thehow modulecommandto make
sure theline cards arenot in Interactivestate due to FPGA mismatchinteractive state is an error
state due to FPGA mismatch.

o o M W DN

Show output examples
Thefollowing examples provide excerpts of the command output.

Output example for the show version command
MLX GVR#slow ver sion
System Mode: XMR

FPGA versions:
Valid PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00

Valid XPP Version = 6.14 (NPB ), Build Time = 5/18/2016 17:39:00

MACXPP100G 0

MACXPP100G 1

1199 MHz MPC P2010 (version 8021/1051) 599 MHz bus

512 KB Boot Flash (MX29LV040C), 66846720 Bytes (~64 MB) Code Flash (MT28F256J3)
3072 MB DRAM, 8 KB SRAM

Boot : Version 5.9.0T175 Copyright (c) 1996 - 2015 Brocade Communications Systems,
Inc.
Compiled on Mar 19 2015 at 03:17:00 labeled as xmlprm05900

(449576 bytes) from boot flash
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Monitor : Version 6.0.0T175 Copyright (c) 1996 - 2015 Brocade Communications Systems,
Inc.
Compiled on Jun 7 2016 at 16:09:50 labeled as xmIb06000

(571513 bytes) from code flash
IronWare : Version 6.0.0aT177 Copyright (c) 1996 - 2015 Brocade Communications Systems,
Inc.
Compiled on Jul 25 2016 at 11:27:22 labeled as xmlp06000a

(9529041 bytes) from Primary

FPGA versions:
Valid PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00
Valid XPP Version = 6.14 (NPB) , Build Time = 5/2/2016 12:00:00

All show version done
MLX GVR#

Output example for the showflashcommand
MLX GVR#show flash

Line Card Slot 1
Code Flash: Type MT28F256J3, Size 66846720 Bytes (~64 MB)
o IronWare Image (Primary)
Version 6.0.0aT177, Size 9529041 bytes, Check Sum a2c5
Compiled on Jul 25 2016 at 11:27:22 labeled as xmlp06000a
o IronWare Image (Secondary)
Version 5.7.0bT177, Size 7800332 bytes, Check Sum 5d75
Compiled on Oct 22 2014 at 20:08:46 label ed as xmlp05700b
0 Monitor Image
Version 6.0.0T175, Size 571513 bytes, Check Sum 4875
Compiled on Jun 7 2016 at 16:09:50 labeled as xmIb06000
Boot Flash: Type MX29LV040C, Size 512 KB
0 Boot Image
Version 5.9.0T175, Size 449576 bytes, Check Sum 3bc9
Compiled on Mar 19 2015 at 03:17:00 labeled as xmIprm05900
FPGA Version (Stored In Flash):
PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00

XPP Version = 6.14 (NPB), Build Time = 5/18/2016 17:39:00

Line Card Slot 2
Code Flash: Type MT28F256J3, Size 66846720 Bytes (~64 MB)
o IronWare Image (Primary)
Version 6.0.0aT177, Size 9529041 bytes, Check Sum a2c5
Compiled on Jul 25 2016 at 11:27:22 labeled as xmlp06000a
o IronWare Image (Secondary)
Version 5.7.0T177, Size 7794476 bytes, Check Sum 5e0c
Compiled on Jun 26 2014 at 12:16:28 labeled as xmIp05700
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0 Monitor Image
Version 6.0.0T175, Size 571513 bytes, Check Sum 4875
Compiled on Jun 7 2016 at 16:09:50 labeled as xmIb06000

Boot Flash: Type MX29LV040C, Size 512 KB

0 Boot Image
Version 5.9.0T175, Size 449576 bytes, Check Sum 3bc9
Compiled on Mar 19 2015 at 03:17:00 labeled as xmlprm05900

FPGA Version (Store d In Flash):
PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00

XPP Version = 6.14 (NPB), Build Time = 5/2/2016 12:00:00

Line Card Slot 16
Code Flash: Type MT28F256J3, Size 66846720 Bytes (~64 MB)

o IronWare Image (Primary)
Version 6.0.0aT177, Size 9529041 bytes, Check Sum a2c5
Compiled on Jul 25 2016 at 11:27:22 labeled as xmIp06000a
olro nWare Image (Secondary)
Version 5.7.0bT177, Size 7800332 bytes, Check Sum 5d75
Compiled on Oct 22 2014 at 20:08:46 labeled as xmIp05700b

o Monitor Image
Version 6.0.0T175, Size 571513 bytes, Check Sum 4875

Compiled on Jun 7 2016 at 16:09:50 labeled as xmIb06000

Boot Flash: Type MX29LV040C, Size 512 KB
0 Boot Image
Version 5.9.0T175, Size 449576 bytes, Check Sum 3bc9

Compiled on Mar 19 2015 at 03:17:00 labeled as xmlprm05900

FPGA Vers ion (Stored In Flash):
PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00

XPP Version = 6.14 (NPB), Build Time = 5/18/2016 17:39:00

All show flash done
MLX GVR#

Output example for the shownodule command
MLX GVR#show module

90

Module Status

Ports Starting MAC

M1 (upper):BR - MLX MR2 X Management Module

M2 (lower):BR - MLX MR2 X Management Module

F1: NI - X- HSF Switch Fabric Module Active
F2: NI - X- HSF Switch Fabric Module Active
F3: NI - X- HSF Switch Fabric Module Active
F4:

S1: BR - MLX 10Gx20 20 - port 1/10GbE Mo  dule
20 cc4e.2445.2300

S2: BR - MLX 100Gx2- CFP2 2 - port 100GbE Module
2 cc4e.2445.2330
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S15: BR - MLX 100Gx2- CFP2 2 - port 100GbE Module CARD_STATE_UP
2 ccde.2445.25a0

S16: BR - MLX 10Gx20 20 - port 1/10GbE Module CARD_STATE_UP

20 cc4e.2445.25d0

MLX GVR#

OpenFlow upgrade and downgrade

When downgrading the stam from R06.0.08to R05.8.00, if there are any VRF interfaces which are
enabled with OpenFlow, some unexpected IFL entries will be seen after moving to ROBI&66.
unexpected IFL entries may affect the L3VPN/6VPE traffic.

Brocade recommends remoyrOpenkFlow from the VRF interfaces before downgrading the router to
R05.8.00 For upgrade and migration considerations, refer to the latest version of the Brastide N
Software Upgrade Guide.

Hitless upgrade support
HitlessUpgrade is supported frorR(6.0.00b and R06.0.00to R06.0.00d.
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Scalability
All scalability limits are subject to change. The limits noted in this section apply to all the
platforms listed unless otherwise specified

Scalability limits Brocade MLX&eries
IPv4non-default VRF routes 750K
System max Hpoute and ipcache 750K
Address familyPv4 maxoute 750K

Compatibility and interoperability
1 Mixe (N16.0) and Vyatta (4.2R1) IPsec interop
1 Mixe (NI5.9.0a) and IG&.0.41) IPsec interop
1 Mixe (NI6.0) and BFO 1.2 interop

802.1BR and Vihag header processing have the following limitations.

1 If the ingress port is on a 24x10 module, it is recomnaehi use a catch all Layer 2 Policy
Based Routing (L2 PBR) to forward that traffic to a service port for VNTAG and 802.1BR header
removal, followed by L2 and L3 PBR on the service port.

9 Other ingress modules (8X10G etc) can separate the 802.1BR and vaflid the service
port using L2 PBR, and conduct L2/L3 PBR matching on the remaining traffic.

1 802.1BR header stripping and ¥d&4) header stripping features are supported inAR%40Gx4,
BRMLX10Gx2Qand BRMLX100Gx2CFP2 modules.

1 When using thé802.1BR header stripping and ¥&¢ header stripping features with loopback
system configuratiorfintermediate card), support is only available on theBR<40Gx4
module. The 802.1BR header stripping and-¥ly header stripping configuration with loopbac
system is not supported on the BIRLX10Gx20 and BRILX100Gx2CFP2 modules

Importantnotes
Brocade Netlron CES device (512M memory) recommendations.

9 Brocade Netlron CES configured with any MPLS feature AND any Layer 2 or Layer 3 scalability
running at maximum system values will run at borderline or below the threshold memory for
normal runtime operation. This is NOT a recommended configuration inddet10.00x.

Customers on earlier Netlron versions should not upgrade to Ne@:@a0x.

1 Brocade Netlron CES configured with any MPLS feature and any Layer 2 or Layer 3 scalability
running at default system values will run above threshold memory for nomamime
operation. This is a supported configuration for Netl@0.00x.

9 Brocade Netlron CES configured with any Layer 2 or Layer 3 scalability running at maximum
system values and without any MPLS feature will run above threshold memory for normal
runtime operation. This is a supported configuration for NetiBah0OOXx.
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1 MCT timers for CES/CER: Recommended timers for scaled environments are 1s for 3 tries.

1 BFD for CES/CER: In highly scaled CES/CER environments, the implementation of BFD is not
recommended

1 IPSec and Hitless Upgrade: A few IPsec tunnels may flap during HLOS window for certain highly
scaled scenarios with short rekey timers.

Optics alapters

9 The Netlron 6.0.00eeleaseincludessupport forthe CFPZ OQSFP2810D optics adapter.
Upon installation, expect a linkup time of approximately 10 seconds.

Hardware Notes

MR management module is supported until R05.7.00, and not supported in NI RC&n8. et
The MR2 management module is réqal in NI R05.8.00 and later releases.

1 If Genl.1 line cards are present in a chassis, Gen3 modules cannatX® $cale. In such cases,
only the scale defined for Genl.1 cards can be achie@h1.1 cards will have to be removed
from the chassis to duievecX2 scale.

1 On a chassis with Genl.1 cards, it is strongly recommended to keep systewalues within
the maximum supported in the CAM profile being used.

1 With 1.8M IPv6 routes, during an MP switchover, protocol flaps or ND flaps could be
encounteed. The workaround is to use the following timer configuratipn

ipv6 nd reachable - time 3000
!
!
|

address - family ipv6 unicast

graceful -restart restart - time 1800
graceful -restart stale -routes -time 1900
graceful -restart purge  -time 1950

1 With ¢X2 scaling, is recommended to limit BFD timers to >= 200ms using the command
0 Dbfd interval 200 min - rx 200 multiplier 3

1 With 2.4M IPv4 routes, BGP can take 3 to 4 minutes to learn routes on MP and 10 to 15 minutes
to program routes on the LP. If the routes have M8 hops with several ECMP paths,
learning can take up to 25 minutes.

1 With 2M VPN routes configured, deleting 1000 VRFs or more within a few seconds might result
in the MP and LP being eaf-sync. Workaround would be to leave a 5 secgafd between
deletion of every VRF

1 With ¢X2 scaling, LACP (short timer) flaps may be seen when an LP on which 2.4M IPv4 routes
have been learned is reloaded.

T On BRMLX10Gx4M-IPSEC, in 1G mode, when unencrypted traffic exceeds 9969fdrs ,
YIF® 0S &Shwstatidtios @ K8 dzd Lddzi & ¢ KS&S NS aSSy Fa C/{
This issue can be seen on the four 1G ports, as well as the four 10G/1G ports when operating in
1G mode, with nonlPsec traffic.

1 100% throughput can be achieved onBRx10Gx4M-IPSEC wh IPsec traffic.
Router#sh st e 1/6
PORT 1/6 Counters:

InOctets 7831740944 OutOctets 7831962000
InPkts 870257 OutPkts 870218

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 44



InBroadcastPkts 0 OutBro adcastPkts 0

InMulticastPkts 0 OutMulticastPkts 0
InUnicastPkts 870131 OutUnicastPkts 870218
InDiscards 0 OutDiscards 0
InErrors 126 OutErrors 0
InCollisions 0 OutCollisions 0
OutLateCollisions 0
Alignment 0 FCS 126
InFlowCtrlPkts 0 OutFlowCtrIPkts 0
GiantPkts 0 ShortPkts 0
InBitsPerSec 997746326 OutBitsPerSe c¢ 997737206
InPktsPerSec 13859 OutPktsPerSec 13857
InUtilization 99.99% OutUtilization 99.99%

1 100G CFP2 ER4 optic is supported on the Mipet2L00GbE CFP2 line card with hardware
revision 15 or later only. Use tlshow version slatommand to check the hardware version of
the line card and confirm that the part number (underlined in the exanbglew) is-15 or later.

Syntax:show version slokslot numbep
MLX#sh ver sl 4

SL 4: BR - MLX 100Gx2- CFP2 2 - port 100GbE Module (Serial #: CWC0440K027, Part #:
60- 1002934 - 15)
Licens e: 2x100GbE - X2- Scaling - UPG (LID: eyeFJIJFmFHM)
Boot : Version 5.9.0T175 Copyright (c) 1996 - 2015 Brocade Communications
Systems, Inc.
Compiled on Mar 19 2015 at 03:17:00 labeled as xmlprm05900
(449576 bytes) from boot flash
Monitor : Version 5.9.0T175 Copyright (c) 1996 - 2015 Brocade Communications
Systems, Inc.
Compiled on Mar 19 2015 at 03:17:18 labeled as xmlb05900
(568786 bytes) from code flash
IronWare : Version 5.9.0pT177 Copyright (c) 1996 - 2015 Brocade Communications
Systems, Inc.
Compiled on Nov 18 2015 at 17:02:00 labeled as xmlp05900p112
(9481314 bytes) from Primary
FPGA versions:
Valid PBIF Version = 2.05, Build Time = 5/20/2015 22:20:00

Valid XPP Version = 4.05, Build Time = 11/4/2015 13:51:00

MACXPP100G 0

MACXPP100G 1

1199 MHz MPC P2010 (version 8021/1051) 599 MHz bus

512 KB Boot Flash (MX29LV040C), 66846720 Bytes (~64 MB) Code Flash (MT28F256J3)
3072 MB DRAM, 8 KB SRAM, 286331153 Bytes (~274 MB) BRAM

LP Slot 4 uptime is 19 days 1 minutes 57 seconds

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 45



¢{ . a

TSBs Critical issues to consider prior to installinggtelease

Technical Support Bulletins (TSBs) provide detailed information about high

priority defects or issues present@nrelease The following sections specify all current TSBs

that have been identified as being a risk to or resolved with this speeiéase Please review

carefully and refer to the complete TSB for relevant isqur&s to migrating to this version of

code. TSBs can be foundhditp://my.brocade.comunder thedTechnical Documentatién

aSO0 A 2 Woc@rentafic§S (G 6 6y 23S G KIfdr allBfocade platiddBis add y S NI (i ¢
products, so not all TSBs applythis releasg

TSB issues resolved in 6.0c

TSB Summary

TSB2016-249-A On a Netlron device running Netlron 05.8.00 and
later releases up to and including 06.1.00, the
management module may unexpectedly reload
when a scanning tool  is accessing the Netlron
device to scan SSH port 22 continuously,
corrupting the data structure of an existing SSH
session. This may
result in an unexpected reload.

TSB2016-248-A On a Netlron XMR/MLX device running NI 05.8.00
or later versions up to 06.1.00, GRE and | Pv6-
over -|Pv4 traffic transiting through a non -default
VRF wi |l be dr opmpoedde O6i fi sAit ur
configured.

TSB issues resolved in 6.0ab

TSB Summary

TSB2016-242-A For a critical defect (DEFECT 617836) causing
unexpected MLX Line Card reloadBrocade strongly
recommends that all customers running the affected
releases upgrade to releases with the fix, whether
IPSec is configured or not.

TSB issuegsolved irb.0
TSB Summary
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TSB 2016232-A [1}

TSB 2016233-A

TSB2015-212-A [1]

When upgrading to Netlron 5.7.00 or lateom any version
prior to Netlron 5.7.00, any ACL with a name starting with
number will not be applied after reload

With the default configuration, in 5.8.00d the MAC Port
Security feature does not block neecure MACSs.

This concerns a vulnerability in thietwork Time Protocol
(NTP) Project NTP daemon (ntpd) documented by ZINE
9296. The ntpd version 4.2.7 and previous versions allow
attackers to overflow several buffers in a way that may all
malicious code to be executed.

The NTP Projedlaemonimplementation is widely used in
operating system distributions and network producl$is
vulnerability affectsitpd acting as aerver or client on a
system in which not only is authentication configured, but
authentication error occurs.
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Cbsed with code changes R06.0.00d

This section lists software defects with Critical, High, and Medium Technical Severity closed with a code
change a®f 07/17/2017in NI 6.0.00d.

Defect ID: DEFECT000599403

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.8.00 Technology: IPv4 Multicast Routing

Symptom: High LP CPU due to multicast traffic

Condition: 1. Multiple PIM over MCT devices are connected through a Layet®ork.
2. Sources and receivers are behind different PIM over MCT nodes.

Defect ID: DEFECT000607807

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.7.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP query timeout and queue full condition may be seen with 20x10 modules.
Condition: High rate of optic data query through multiple SNMP pollers.
Workaround: Reduce polling frequenayf optic information.
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Defect ID: DEFECT000614083

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.8.00 Technology: IPv6 Addressing

Symptom: Line card may reset and become stuck in a rolling reboot with the following stack trace:

Exception Type 1200 (Data TLB error), Ip
0202d030: msr

00000c06: dear

00800000: esr

2072bc50: nh6_get_cpu_no_rl_nh_index_by_vrf(pc)
2072bc48: nh6_get_cpu_no_rl_nh_éxdby_vrf(Ir)
204c64b4: Ip_cam_add_ipv6_route

20746318: ip6_add_cache_to_cam

2074ed30: ipv6_add_address_to_cache
2074efOc: ipv6_slave_setup_link_local_address_for
20738aec: ipv6_slave_do_port_state_change
2073d6b4: ipv6_ipc_port_config
203ae4c8ipc_multi_module_handler

200b13c8: Ip_assist_ipc_request_send
203b0a7c: ipc_process_messages

203b1264: ipc_receive_packet

203abb20: ge_process_ipc_data_msg
203abea8: ge_process_ipc_msg

200bb6ac: metro_sys_loop

200b1088: main

00040158: sys end_task

Condition: (1) CER device Netlron CER 2024F
(2) After device reload with IPv6 configuration enabled on VRF interface
(3) This defect is applicable for Netlron 05.8.00d and later releases up to and including 06.1.

Recovery: Remove and add the IPg®nfiguration after reload.

Defect ID: DEFECT000614901

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: CLI - Command Line Interface

Symptom: Interfaces stay down on MLX 10Gx20 with 1G SFPs and do not come up even on disable/end

Condition: The issue is seen when
- chassis is loaded with default config,
- MLX 10x20G card is inserted without the optics, and
- 1G SFPs are then inserttairly fast on the interfaces.

Defect ID: DEFECT000623761

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg

Reported In Release:NI 06.0.00 Technology: GRE- Generic Routingencapsulation

Symptom: GRE and IPvéver-IPv4 traffic transiting through a neaefault VRF on a Netlron XMR/MLX is
dropped.

Condition: When a tunnel (GRE or IPsec) is configured on a Net Iron XMR/MLX device using the commj
it umoale 0, GReOverlPvd traffic transiting through nedefault VRFs in the device
will be dropped.

Workaround: Encapsulated (GRE, IPx@verIPv4) traffic ingressing the device through default VRF is not
affected.
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Defect ID: DEFECT000626659

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.6.00 Technology: IP over MPLS

Symptom: L3VPN Traffic loss.

Condition: An L3VPN VRF in PE has both EBGP as well as connected routegozfix and connected routeq
are redistributed into BGP. Later if the redistribution of connected routes into BGP is removeq
L3VPN VRF, traffic loss will occur for that prefix, though an alternate EBGP route exists.

Defect ID: DEFECT000627602

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: Configuration Fundamentals

Symptom: On configuring "phymode wan", the line card may unexpecteelpad with the below stack trace

Possible Stack Trace (function call return address list)
209ad868: phy_wan_process_10g_alarm(pc)
209ad7c0: phy_wan_process_10g_alarm(lr)
20a2lac4: port_alarm_status_poll
200058b0: perform_callback

200062b8: timer_theout

00040160: sys_end_entry

0005e49c: suspend

0005cf74: dev_sleep

00005024: xsyscall

207ebd44: main

00040158: sys end_task

Condition: When "phymode wan" is configured on a 20x10G linecard module for any of the ports betwesg
20.

NOTE: Applicable only for 20x10G module.

Defect ID: DEFECT000629158

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: SSH- Secure Shell

Symptom: Unable toestablish SSHTELNET connection to the device due to low memory condition on
Management Module

Condition: SSH connections are repeatedly established and terminated using DSA host keys.

Workaround: Configure RSA host key instead of DSA host kegstablish SSH connection.

Defect ID: DEFECT000629952

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.8.00 Technology: OSPF- IPv4 Open Shorteftath First

Symptom: UDP fragmented packets are dropped in MLX.

Condition: (1) Layer 4 ACL applied on egress interface
(2) acHrag-conservative command is configured undergaticy
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Defect ID: DEFECT000631585

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: Static Routing (IPv4)

Symptom: Device reloads unexpectedly with the following stack trace :
Possible StacKrace (function call return address list)
20089f50: puma_add_next_hop_route_entry(pc)
20089ee8: puma_add_next_hop_route_entry(Ir)
200861f0: puma_vpram_write
202e1588: chancer_ppcr_update_pram_entry
204d3e18: Ip_update_host_entry _puma
2006ad5clp_update_rpf_entry _host_puma
2006af6c: update_next_hop_hosts
2007372c: nh_set_and_update_loose_urpf_mode
205d8084: increment_loose_mode_count
205d4830: metro_ip_rpf_change_port_rpf_mode
2052a200: velp_ipc_set
203b3b24: ipc_multi_module_handler
200&07c: Ip_assist_ipc_request_send
203b6330: ipc_process_messages
203b6b3c: ipc_receive_packet
203b1180: ge_process_ipc_data_msg
203b1544: ge_process_ipc_msg
200b86dc: metro_sys_loop

200add3c: main

Condition: On a CES/CER device, when RPF loose nisdmabled on a VE interface like shown below:

Conft
reversepath-check
interface ve 10
rpf-mode loose
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Defect ID: DEFECT000632071

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: |IP Multicast

Reported In Release: NI 06.0.00 Technology: IGMP - Internet Group Management
Protocol

Symptom: IGMP snoop (S,G) entries are also added in untagged VLAN for tagged VLAN traffic.
Condition: 1.Enable sFlow globally

2.Enable sFlow forwarding on interface

3.Start the multicast traffic for tagged vian

For instance:

vlan 102 name igmpsnoop
tagged ethe 1/13 to 1/14 ethe 2/1
multicast passive

|

vlan 111 name untag

untagged ethe 1/13 to 1/14
multicast passive >> S,G tey created for untagged VLAN 111 as well, when traffic is received
with tagged VLAN 102

Defect ID: DEFECT000632073

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.8.00 Technology: PIM - Protocotindependent Multicast

Symptom: High LP CPU due to multicast traffic hitting around every 30seconds.
Condition: PIM over MCT with intermediate PIM router.

Defect ID: DEFECT000632261

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.8.00 Technology: Syslog

Symptom: Periodic syslog messages are observed like below:

Jan 4 00:42:00:E:OPTICAL MONITORING: Tunable SFP+ portAr&quency error : 25.5 GHz.
Wavelength error: 0.000nm.
Jan 3 18:14:57:E:OPTICAL MONITORING: Tunable SFP+ port 1/7 Frequency e2bré GHz.
Wavelength error: 0.000nm.

Condition: Tunable SFP+ optic connected to a port.

Defect ID: DEFECT000633392

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release:NI 05.4.00 Technology: Traffic Queueing and Scheduling

Symptom: The "show trvog-stat src_port eth x/y <queurmame>" doesn't displays correct packet counter v
for CPU queues
Condition: On Line cards like 24x1GC, 24x1GF, 48x1GC and 4x10G with CPU traffic.
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Defect ID: DEFECT000633962

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.7.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: The OID bgp4V2PeerAdminStatus does not return correct value.

Condition: Polling SNMP OID bgp4V2PeerAdminStatus when B@®ghbor is administratively down.

Defect ID: DEFECT000633986

Technical Severity: Medium Probability: Low

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq

Reported In Release: NI 05.6.00 Technology: OSPFv3- IPv6 OpenShortest Path Firg

Symptom: The ASBR IPv6 router will not set the intended metric (ex: 1000) in its origination of [ES& that

was applied through a routeap, instead the origination contains the default (i.e 0) metric.

Condition:

(1) The device is configured as an IPv6 OSPF router with 1maie applied on the redistribution o
either connected or static routes.
(2) The routemap has the match condition on IPv6 acdisssith set metric for some value.

Defect ID: DEFECT000634244

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: RIP - IPv4 Routing Information Protoc
Symptom: The neighbor routedoesn't learn the route advertised by Netlron routers.

Condition:

(1) Netlron router has 2 routers as its neighbors and RIP is configured on all the routers.
(2) One of the router advertises a route to Netlron router.

Defect ID: DEFECT000634653

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release:NI 05.8.00 Technology: Hardware Monitoring

Symptom: Delay link event configuration works at 25ms per unit instead of 50meeationed in CLI and

Manual.

Condition:

When delay link event is configured on CES/CER device as below.
CES2(MLX)(configif-e100001/1)#delaylink-event
DECIMAL delay time in number of 5@ns units (0- 200)

NOTE: This defect is not applicable fi_X.

Defect ID: DEFECT000634992

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release:NI 05.8.00 Technology: ACLs - Access Control Lists
Symptom: Ipv6 accesdist accountingdoes not include TCP packet counts.

Condition: IPv6 ACL rule for TCP port number with "established" option like below:

permit enableaccounting tcp x:x:x:x::/y z:z:z:z::/ly eq telnet established

Note : This is applicable for CES/CER device only.
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Defect ID: DEFECT000635130

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.8.00 Technology: XSTP- Spanning Tree Protocols

Symptom: OSPF Packets are sehtough RSTP blocked port causing frequent MAC movements in the ne

Condition: 1. RSTP configured on the device
2. OSPF must be enabled on the device

Defect ID: DEFECT000636007

Technical Severity: High Probability: High
Product: BrocadeNetlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: CLI - Command Line Interface

Symptom: InOctet and OutOctet counter values do not include the Ethernet framing overhead bytes.

Condition: Wh e n e x e c ustti antgi sfitsihcossd ¢ o mma retherreetframimgoveehnaa b | i
configuration command.

OR
When polling the bel ow S Ndherne@raningoverteddt er e
configuration command.
A ifinOctets
A ifOutOctets
A ifHCInOctets
A ifHCOutOctets
A snSwifinOctets
A snSwifOutOctets.
Defect ID: DEFECT000636699
Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: SNMP - Simple NetworkManagement
Protocol

Symptom: SNMP Auth. failure messages are observed in syslog like below:

Jun 28 01:40:17:1:SNMP: Auth. failure, intruder IP: a.b.c.d, Interface: 1/8
Condition: When SNMP packets are dropped by ACL rule.

Defect ID: DEFECT000636927

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release:NI 06.0.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: "showrunningconfig", doesn't display the OSPFv2 & v3 cost configured on the IP interfaces, i
configured cost is 1.

Condition: (1) The device should be configured as OSPFv2/v3 router.
(2) Configure the OSPFv2/v3 cost as 1 on the OSPF interface usiognimeands, "ip ospf cost 1"
and/or "ipv6 ospf cost 1".

Workaround: Any other cost other than 1 will display in the show runningfig.
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Defect ID: DEFECT000637658

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.7.00 Technology: XSTP- Spanning Tree Protocols

Symptom: Both the MCT CEP ports are stayed in Forwarding state and hence, causing a STP loop.

Condition: 1. The ring formed through MCTEP ports are part of CLUSTER MEMBER VLAN
2. STP is enabled only on MCT nodes
3. Flapping the CEP port which is in Forwarding state on STP root node.

Workaround: Enable STP on all other nodes which are part of CLUSTER MEMBER VLAN to avoid STP

Defect ID: DEFECT000638404

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: Software Installation & Upgrade

Symptom: "lp autoupgrade" on 20x10G moduéncounters below error:

Warning: The new LP XPR0X10_G3 FPGA will not be compatible with the new LP 6 applicati
Parsing bundle:Error:Invalid FPGA image in LP auto upgrade destination.

Copy correct FPGA in LP auto upgrade destination to recover.

LP Auto-upgrade will try to recover from this error.

Condition: 1.Presence of MR2 management module
2.Presence of Gen3 cards like 20x10G, 2x1@KRP2, 10Gx4M-IPSEC
3."Ip auteupgrade slot1|2" in running configuration.

Defect ID: DEFECT000638919

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 2 Switching

Reported In Release: NI 05.8.00 Technology: MRP - Metro Ring Protocol

Symptom: Sometimes packets are getting forwarded on a blockednp@lfRP ring and causing loop in the
network.

Condition: 1) MRP ring should be configured on all the nodes in same VLAN.
2) Configure MRP Master in only one node in a ring.
3) Execut-le2 t\nlearmtswiced>0on MRP conf i inthe metioriy
intermittently.

Defect ID: DEFECT000638945

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: ARP - Address ResolutioRrotocol

Symptom: Traffic destined to directly connected hosts may get dropped after a Hitless upgrade is perfor

Condition: When a line card's CAM mode is configured as "Algorithmic mode" using the CLI-Hoade amod
slot <slot number>" andkitless upgrade is performed on the device.
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Defect ID: DEFECT000639058

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.0.00 Technology: SNMP - Simple NetworkManagement
Protocol

Symptom: "snmp server community" configurations are not displayed completely when show running
configuration command is executed.

For instance:

snmpserver
snmpserver community ..... ro ipvé VBNMP-ACCESS "SNMPACCESS"

defaultsnmpserver community configuration and srsgrver community keyword is missing bef
IPV4 ACL "SNMP-ACCESS".

Condition: When both IPv6 ACL and IPv4 ACL is applied to the same SNMP community.

Defect ID: DEFECT000639158

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.2.00 Technology: ACLs - Access Control Lists

Symptom: IPv6 ACL doesn't work on Layer2 traffic with this configurationdiinboundincludeswitched
traffic" enabled on physical interface.

Condition: When IPv4 ACL with different set of ports is bounded to the same VE interface Where IPV6 A
also applied.

For instance:

vlan 1000
untagged ethe 2/1 to 2/4
routerinterface ve 10

interface ve 10

ip accesgroup vetraffic

ip accesgyroup 100 in ethernet 2/3 to 2/4 >> IPV4 ACL is not applied to 2/1
ipv6 enable

ipv6 traffic-filter ipv6_acl in

>> |PV6 ACL should be applied to all ports from 2/1 to 2/4.

interface ethernet 2/1
enable
if-ackinbound includeswitchedtraffic ipv6

Defect ID: DEFECT000639343

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.8.00 Technology: OSPFv3- IPv6 Open Shortest Path Fir

Symptom: Connected prefixes redistributed by a PE are not getting calculated on other PEs in the netwd

Condition: 1. Both the routersoriginator of external information and the calculating rout@e inospf instanct
associated with usetefined vrfs
2. Connected routes are redistributed into ospf in thededared vrf instance at the originator rou

Workaround: Configure vrflite under ospf instance.

Recovery: Configure vrflite under ospfnstance.
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Defect ID: DEFECT000641296

Technical Severity: Medium

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Security

Reported In Release:NI 05.8.00

Technology: ACLs - Access Control Lists

22390730: strncpy(pc)

206c¢626¢: cli_rl_in_acl_policymap(lr)
202d4e9c: call_action_func
202d5994: parse_node

202d5410: parse_node_recurse
202d5c5c: parse_node

202d5410: parse_node_recurse
202d5c5c: parse_node

202d5410: parse_node_recurse
202d5c5c: parse_node

202d5410: parse_node_recurse
202d5c5c¢: parse_node

202d5410: parse_node_recurse
202d5c5c¢: parse_node

2034778c: parse_input

204013b8: cli_aaa_accounting_callback
2073c4cc: aaa_accounting_start

202d5884: parse_node

202d3f98: parser

20347768: parse_input
20a1d8b4: ssh_event_handler
20a30174: ProcessChannelData
20a2da84: ShProcessMegsa
20a3672c: ProcessClientinputData
20a35ee4: ShFiniteStateMachine
2093f520: HandleProtocolAction
2093f300: HandleConnectionTask
20alc4b8: ssh_connection_task
20alcc04: ssh_sock

Symptom: Management Moduleeloads unexpectedly with the following stack trace:

Possible Stack Trace (function call return address list)

20400c0c: cli_request_command_accounting

For instance:

Condition: While applying a ratdimit configuration with Invalid ACLor Nontexisting ACL index.

1. Invalid ACLi where 4011 is out of UDA ACL range

ratelimit input accesgyroup 4011 priority g1 499992736 33553900
2. Nonexisting ACLT where there is no such ACL 198 is configured
ratelimit input acessgroup 198 priority g1 499992736 33553900
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Defect ID: DEFECT000642955

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release: NI 05.7.00 Technology: MPLS VPLS- Virtual PrivateLAN
Services

Symptom: Device may unexpectedly reload with the following stack trace:

Possible Stack Trace (function call return address list)
214abfoc: mpls_find_Idp_pkt_filter_data(pc)
214abf8c: mpls_find_Idp_pkt_filter_data(lr)
214ac294mpls_trace_match_pkt

214af97c: mpls_trace_match_filter_args
213a5314: ntl_filter

219fe3c0: rcsn_process_msg

219fc798: rcsn_parse_received_buffer
21a0b61lc: rcsn_rcv_session_sck_msg
21a0a70c: rcsn_rcv_sck_msg

21a2c¢650: rcsp_fwd_ips_to_sub_cmpnt
21a2bfaOrcsp_fwd_ip_sock _on_sock_type
21a2bc84: rcs_receive_proc

212f6020: nbb_dispatch_process
212f5504: nbb_schedule_one

212f5938: nbb_scheduler

213036d4: nbb_spin_start

212f8ee4: nbs_spin_start

214fc6c4: Idp_tcp_receive_callback
214cf9e4: mpls_tcp_receive dateady itc_callback
20a4b768: itc_process_msgs_internal
20a4dbaa0: itc_process_msgs

215328d0: mpls_task

00005€e18: sys_end_task

Condition: (1) MPLS is running with LDP as control protocol
(2) The following LDP packet debug is enabled
debug mpls Idp packets direction sendidsr.x.x.x 0
debug mpls Idp packets direction receiveitsk.x.x.x 0
debug mpls Idp state kgl x.x.x.x 0
(3) I'ssue the show command

show mpl s con
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Defect ID: DEFECT000643850

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.7.00 Technology: MPLS Traffic Engineering

Symptom: High CPU usage condition is observed in MPLS task, in the range of 85 to 97%. thisestume
protocol sessions like LDP, VLL might flap.

Condition: High CPU condition is seen when below all conditions are met
1. Large number (more than 1000) of facility backup FRR LSPs are at ingress and/or transiti
node.
2. Dynamic bypass is enabled at outgoing interfaces of FRR LSPs
3. MPLS TE Database is very large (say more than 50 nodes and/or 150 links)
4. Multiple facility backup LSPs need separate dynamic bypass LSPs to use OR CSPF Ro
available forthe backup requested dynamic bypass LSPs to be created and established.

Workaround: By increasing the backutry-time under mpls policy config mode to 600 seconds would he
reduce the CPU usage.
Additionally by increasing the revetitner of theingress FRR LSP from default 5 seconds to 4
higher value would also help to reduce the CPU usage.
Please note that above two measure may not stop the high CPU condition completely.

Recovery: System can be recovered by disabling dynamic bypass globally on the router, after making su
LSPs are not actively using dynamic bypass LSP for their traffic.
This would make all facility backup LSPs to be unprotected if there are no already agtupygtass
LSPs to protect them.

Defect ID: DEFECT000644262

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 06.0.00 Technology: VLAN - Virtual LAN

Symptom: Observing the error fnkaxxc efeadri nlgn pOpoetnef c toend SV

Condition: 1. On CES/CER with Openflow disabled
2. Adding untagged port on VLAN within ESI

For instance:

conft

esi NAME encapsulation svlan
vlan 4 name VLAN_NAME
untaggeceth 1/6

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 59



Defect ID: DEFECT000644828

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: |IP Multicast

Reported In Release: NI 06.0.00 Technology: PIM - Protocotindependent Multicast

Symptom:

Device mayunexpectedly reload with the following stack trace:

Possible Stack Trace (function call return address list)
206f3flc: Ip_cam_add_ip_multicast_session_entry(pc)
206f3ee0: Ip_cam_add_ip_multicast_session_entry(Ir)
206ebe6e: mcast_filter_install_cam_entry

206eb7f4: mcast_filter_entry add

206eble8: mcastlp_process_filter

206fa250: pim_port_state_notify

206ff160: process_one_vif_update

206ff494: process_vif_dy messages_internal
20700c8c: process_vif_dy messages

203835b4: process_dy change_packet
203b9320ipc_multi_module_handler

203bbb5c: ipc_process_messages

203bc338: ipc_receive_packet

203b6958: ge_process_ipc_data_msg

203b6d1c: ge_process_ipc_msg

200bc2f0: metro_sys_loop

200b1950: main

00040158: sys end_task

Condition:

Configure "pim multicast filtérand apply it on a GRE tunnel interface.

Note: This is applicable only for CES/CER devices.

Defect ID: DEFECT000644878

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq
Reported In Release: NI 06.1.00 Technology: GRE- Generic Routing Encapsulation
Symptom: Traffic coming through a GRE tunnel terminating on MCT peer, destined to MCT clients is no

forwarded out on MCT peer (CER/CES).

Condition:

When a GRE tunnel isonfigured to be terminating on the ICL port on an MCT peer (CER/CES
encapsulated traffic coming on the GRE tunnel that is further destined to MCT clients are not
forwarded out of the MCT peer.
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Defect ID: DEFECT000645319

Technical Severity: Critical Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.0.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: Management module may reload unexpectedly with the following stack-trace:

Possible Stack Trace (function call return address list)
216063fc: mpls_get_tunnel_mask(pc)

216063ac: mpls_get_tunnel_mask(Ir)

20ae30f4: mpls_vll_stat_get_inbound_stats from_Ip
20ae3878: get_mpls_vll_stat from_Ip

20ae3e50: cu_get_mpls_vll_specific_stat

20894 7fc: ag_get_I2vpn_stats_if needed_internal
20894e44: fdryVIIEndPointEntry_next

20956744: SNMP_Process_Next PDU

20959c¢38: process_packet_two

2095a0f0: process_packet_one

2095a43c: Process_Rcvd_SNMP_Packet_Async
209580d8: Process_Received_SNMP_Packet
20984544: snmp_receive_message

20986f28: snmp_udp_recv_callback_common
20987034: snmp_udp_recv_callback

20b9321c: itc_process_msgs_internal

20b936¢8: itc_process_msgs

20983bbcsnmp_task

00005e18: sys end_task

Condition:

1) MPLS is enabled on VE interface 4040 and above range.
2) When polling SNMP table: fdryVIIEndPointTable (OID: 1.3.6.1.4.1.1991.1.2.15.2.1.1) with
configured on the device.

Workaround: Disable SNMPR ol | i ng for the tabl e: AfdryVII End

command.
Router(config)#snmyserver disable mib viép
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Cbsed with code changes R06.0.00c

This section lists software defects with Critical, High, and Medium Technical Severity closed with a code
change a®f03/17/2017in NI 6.0.00c.

Defect ID: DEFECT000561392

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.6.00 Technology: RAS - Reliability, Availability, and
Serviceability

Symptom: Port with nonbrocade TWINAX SFPP optic may go down

Condition: Presence of nehrocade TWINAX SFPP optic dx10G line card module

Defect ID: DEFECT000573260

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.4.00 Technology: IP Addressing

Symptom: Whenpinging a device directly connected to the CES from a host several router hops away, tf
traffic gets stuck in a routing loop.

Condition: On CER/CES platform, with nemajor network subnets (subnets that are not /8, /16, /24 or /32
present imetwork with 100s of hosts directly connected to the node.

Recovery: clear ip ospf route all

Defect ID: DEFECT000603754

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release:NI 06.0.00 Technology: OpenFlow

Symptom: Customer may not see syslog when SSL session gets closed due to some issues. When a cd
its TCP/IP stack runs into an issue and terminates the TCP or SSL session, this remote even
handled by thewitch to log the informational event of closing the connection.

While normal close and keeglive timeouts have been handled and working.

Condition: Abnormal closure of SSL/TCP connection initiated by the Openflow controller. This event mig
belogged by the switch.

Defect ID: DEFECT000612470

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.8.00 Technology: MPLS Traffic Engineering

Symptom: LSP will not beestablished if LSP destination address is not the router id but any other addreq
destination router.

Condition: 1) Destination address of the LSP is not same as the router id of that destination router, but s
other address on the router.
2) LSP nexthops are calculated if that destination router is the DR on that interface. Otherwisg
nexthops are not calculated.
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Defect ID: DEFECT000615076

Technical Severity: High

Probability: Low

Product: Brocade Netlron OS

Technology Group: IP Multicast

Reported In Release: NI 05.6.00

Technology: PIM - Protocotindependent Multicast

Symptom: WithPIM-DM, fshow ip
is no traffic impact

pi

m mcacheodo shows

Ol Fs ¢

Condition: If PIM-DM is configured and multicast boundary for the group is applied only on incoming intg

Workaround: Apply multicast boundary for the group on both incoming and outgoingPinterfaces

Defect ID: DEFECT000621970

Technical Severity: Critical

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Security

Reported In Release: NI 05.9.00

Technology: SSH- Secure Shell

Symptom:

Management module may unexpectedly reload with below stack-trace:
EXCEPTION 1200, Data TLB error
Task : ssh_0

Possible Stack Trace (function call return address list)
20a7239c: ShFinishPacket(pc)

20a6b0bc: ShBuildDhKeyExchangeReply(Ir)
20a6b0bc: ShBuildDhKeyExchangeReply
20a6€e620: ProcessClientDhMessage

20a6d9ec: ShProcessMessage
20a76b20ProcessClientinputData

20a76414: ShFiniteStateMachine

20979d98: HandleProtocolAction

20979b78: HandleConnectionTask

20a5c364: ssh_connection_task

20a5cab0: ssh_socket_control

20a5f718: ssh_receive_data_ready

20a5f75c¢: ssh_tcp_receive_data_ready_callback
20b55668: itc_process_msgs_internal
20b55b14: itc_process_msgs

20a57d24: ssh_in_task

00005€e18: sys_end_task

Condition:

This can happen if a port scanning tool is scanning the SSH port on the device. The unexpec
is seen after more than one SSH session has been opened and closed and while at least ong
active or in the process of being established.

Note:- This defect is applicable for Netlron 05.8.00 and later releases up to and including 06.

Workaround: Stop any known porscanning tools scanning SSH port 22 to the device. Restrict SSH acce

to authorized users by using acclss

To configure an ACL to permit allowed hosts, enter commands such as the following:
device(config)# accedsst 12 permit host x.x.X.X

device(config)# ssh accegsoup 12

device(config)# write memory
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Defect ID: DEFECT000623395

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 06.0.00 Technology: ACLs - Access Control Lists

Symptom: After line card reload, traffic is not rate limited based on L2 ACL on secondary LAG meuiter

Condition: Bind an L2 ACL ratdimit on a multi slot LAG with primary and secondary ports in different slof
then reboot the line Card which has secondary port of LAG.

Defect ID: DEFECT000623624

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layel
Reported In Release:NI 05.6.00 Technology: ARP - Address Resolution Protocol

Symptom: When initiating a flow to a remote host across an MCT cluster, the first few pacigtget lost (for
example, no response is received for the first few pings)

Condition: This occurs in MCT topology and affects routed packets when the ARP response from the ho|
the path through ICL port.
This is seen on MLXe and CER/Cp&tforms across all releases.

Defect ID: DEFECT000623760

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 06.0.00 Technology: OSPFv3- IPv6 OpenShortest Path Firs

Symptom: OSPFv3 on VEoOVPLS gets stuck in EXCH/EXST state

Condition: (1) OSPFv3 neighborship is to be configured between the PE .router
(2) PE on the other end has a connection to a router on which OSPFV3 is enabled and not pa
MPLS domain

Defect ID: DEFECT000624330

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Traffic Management

Reported In Release:NI 05.7.00 Technology: Traffic Queueing and Scheduling

Symptom: Egresdraffic capped at 11% on port in BRLX -10Gx20 card even though the port is running at
10G speed.

Condition: Issue noticed when the particular port on theBRX -10Gx20 card in which the egress traffic is
capped at 11% was booted up with a 1G optictaedLG optic was replaced with a 10G optic aftd
the line card became operationally "UP".

Defect ID: DEFECT000624548

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.8.00 Technology: MPLS Traffic Engineering

Symptom: MPLS LSPs may flap between primary path and bypass path for no obvious reason when ISI
as IGP and MPLS LSPs configured through ISIS path with ISIS MD5 authentication enabled
global level and MPLShandleisis-neighbordown" is enabled.

Condition: 1. ISIS is used as IGP
2. ISIS MD5 authentication enabled at global level
3. MPLS "handlasis-neighbordown" is enabled

Workaround: Disable "handlésis-neighbordown" inside MPLS.

Recovery: Disable "handlésis-neighbordown" inside MPLS.
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Defect ID: DEFECT000624852

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.4.00 Technology: MRP - Metro RingProtocol

Symptom: High LP CPU on MRP ring ports due to multicast traffic hitting through secondary path.

Condition: If the MRP ring ports are trunk ports and multicast traffic is received through secondary path
primary path down.

Workaround: Configure the MRP ring ports as ntmink interfaces

Recovery: Clear the pim mcache on upstream PIM router in MRP ring which is wrongly forwarding.traffic

Defect ID: DEFECT000625240

Technical Severity: High Probability: Medium
Product: BrocadeNetlron OS Technology Group: IP Multicast
Reported In Release: NI 06.0.00 Technology: IPv4 Multicast Routing

Symptom: Management Module may unexpectedly reload (and switch over to the standby Management
if available). The following stack traceill be seen-

Possible Stack Trace (function call return address list)
211ea688: pim_process_candidate_rp_adv_msg(pc)
211ea500: pim_process_candidate_rp_adv_msg(Ir)
211bb44c: receive_pimv2_packet

211ba630: receive_pimv2_packet_callback
20b8fe8c: itc_pwcess_msgs_internal

20b90338: itc_process_msgs

21170a60: mcast_task

00005€e18: sys_end_task

Condition: Device should be configured as BSR Candidate.
RP Candidate change notification is repeatedly triggered on the network and this device rece
updates.

Defect ID: DEFECT000627663

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 05.8.00 Technology: CLI - Command Line Interface
Symptom: Below additional message may be observed on execution of ‘wr mem'

command-

'free_config_buffer: bad buffer address '

Conditon: ( 1) O6write memd is. i ssued on a telnet ses
(2) kill the above telnet session from another telnet session

DefectlD: DEFECT000628203

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 06.0.00 Technology: ACLs - Access Control Lists

Symptom: BGP sessionsra incorrectly allowed or denied.

Condition: VLAN rules configured at the end of ACL accdiss and applied on interface

Workaround: Configure additional rules after the VLAN rules in ACL accksts
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Defect ID: DEFECT000628768

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layef

Reported In Release: NI 06.0.00 Technology: DHCP - Dynamic Host Configuration
Protocol

Symptom: "show dai" CLI output showing DHCP snooping entries with null port informdtioimterfaces
where DHCP snooping is disabled

Condition: (1) configure a VE interface through which DHCP clients are configured and DHCP snooping
enabled
(2) configure a second VE interface on which DHCP clients are connected through a DHCP r
agent, but DHCP snooping is not enabled
(3) configure another VE interface on which DHCP server resides

Defect ID: DEFECT000628924

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.8.00 Technology: VLAN - Virtual LAN

Symptom: "show arp ethernet <slot/port>" output incorrectly shows some ARPs from the VPLS domain
on "<slot/port>"

Condition: If VEoVPLS interfaces are configured, ARPs leantVEoVPLS interfaces could be incorrectly
shown as learnt on a physical <slot/port> when the command "show arp Ethernet <slot/port>]

Defect ID: DEFECT000629416

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.4.00 Technology: AAA - Authentication, Authorization,
and Accounting

Symptom: Incorrect timezone in AAA accounting of TACACS+ Server

Condition: TACACS+ server is configured for AAA accounting

Defect ID: DEFECT000629472

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: Static Routing (IPv4)

Symptom: Intermittent packeloss for the directly connected host

Condition: 1. VRRP/VRRPE should be enabled.
2. Host is directly connected to VRRP/VRER]evice.
3. Static route to be configured for the directly connected host.

Defect ID: DEFECT000632296

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.8.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: Following are observed on the router after Management Maalvitehover
1. Links disappear from MPLS TED database
2. OSPF TE Link type LSAs get flushed from OSPF database, and areanigfimated

Condition: The issue is seen when the following criteria are met:
1. NSR is enabled
2. OSPF traffic engineeririg enabled in MPLS
3. Switchover is performed

Recovery: The router may be recovered by issuing "clear ip ospf all".
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Defect ID: DEFECT000635094

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: IP Multicast

Reported In Release: NI 06.0.00 Technology: PIM6 - IPv6 Protocolindependent
Multicast

Symptom: CES/CER may unexpectedly reload with the following stack trace :
Possible Stack Trace (function call return address list)

00000000: .zero(pc)
2025c¢888: m_avll_insert_or_find(Ir)
205fd7a0: time_tree_insert_new_node_with_loc_index_no_delete
205fdf08: trace_util_add_entry_avl
205b3224: IPTRACE_AVL
205b30b8: IPTRACE_AVL_USING_RT_ENTRY
204ddob4: Ip_cam_del_ip_all_cam_by type
204fb9b4:lp_cam_del_ip_all_cam
20678cf0: fpip_delete_entry from_cam
20674a54: fpip_free_cache
20674cec: fpip_delete_route
205a9664: ip_delete_interface_addresses_from_cache
205aeb64: ip_process_port_state _change
205b5c¢38: fpip_ipc_port_data
203b92b0: ipc_multi_mode_handler
200b1c24: Ip_assist_ipc_request_send
203bbabc: ipc_process_messages
203bc2c8: ipc_receive_packet
203b68e8: ge_process_ipc_data_msg
203b6cac: ge_process_ipc_msg
200bc284: metro_sys_loop
200b18e4: main
00040158: sys_end_task
Condition: Clearingthe PIMv6 cache and MLD cache with more than 6k MLD groups and 8k mcache.ent|

Defect ID: DEFECT000623082

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release:NI 05.8.00 Technology: IPv4 Multicast Routing

Symptom: Multicast groups stop forwarding traffic when upgraded to NI 05.7.00 or above
Condition: Happens when ingress multicast port and output port (OIF) are under 2 different untagged VU
Only ports with no VEconfigured are impacted.
Workaround: Configure all multicasenabled ports as part of the default VLAN or configure all multicast
enabled ports under a common untagged VLAN.

Defect ID: DEFECT000623120

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.6.00 Technology: IP Addressing

Symptom: Management module reloads when "clear ip pim mcache" is executed.
Condition: when "clear ip pim mcaché$ executed.
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Defect ID: DEFECT000635645

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.0.00 Technology: ACLs - Access Control Lists

Symptom: Ports behave unexpectedBor example, IPv4 ACL configured on the port does not get applied
traffic, VPLS local switched traffic egresses out of the port with a MPLS header, etc.
Condition: Same IPv4 ACL is bound on more than one port on the same Packet Processor (PPCR).
Workaround: Since binding one ACL on more than one port per packet processor (PPCR) triggers the is
create one unigue ACL for each port instead (even with the same rules) and apply them tg
individual ports.
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Closed with code changB96.0.00b

This section lists software defects with Critical, High, and Medium Technical Severity closed with
a code change axf 12/21/2016in NI 6.0.00b.

NOTE:RevisedDecember 21, 201@ith defects not listed in theersion 1 of these release notes.

Defect ID: DEFECT000546299

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 2 Switching

Reported In Release: NI 05.7.00 Technology: LAG - Link Aggregation Group

Symptom: Several LACP LAG ports flappeghen a BRMLX -100Gx2CFP2 module was inserted and boot
up.

Condition: Insertion/power cycle of BRILX -100Gx2CFP2 LP module in a system

Workaround: Configure long timeout for LACP

Defect ID: DEFECT000586053

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.0.00 Technology: ACLs - Access Control Lists

Symptom: ACL Rules fail to sync from management module to some of the line cards within a scaled
configuration of MAC/IPv4/IPv6 ACLs.

Condition: With a scaled number of MAC/IPv4/IPv6 ACLs, management module takes significant amoun
time to complete synchronization of the configuration to all the Linecards. In rare conditions, t
synchronizatiorof configurations can fail, resulting in the ACL configuration not being present
Linecard.

Defect ID: DEFECT000590226

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.7.00 Technology: Rate Limiting and Shaping

Symptom: All packets ingressing on one tower on an LP are dropped. "show np statistics” shows the "N
Priority 0/1 Drop" counter incrementing.

Condition: Seen on 20x10G, 2x100GFP2 andix40G modules, when ACL rate limiting has been configurd
and ACL rebinding is happening frequently.
The issue was seen after 15 days when ACL rebinding was happening every 2 hours. If rebin
happens more frequently, the issue is likely to happen watsimorter duration.

Defect ID: DEFECT000590434

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.9.00 Technology: sFlow

Symptom: Management Module may reloadexpectedly when an sFlow sample is being processed.

Condition: "sflow forwarding" should be enabled on the interface and "vrf forwardingramie>" should be
enabled on the corresponding VE in which the interface is a member.
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Defect ID: DEFECT000592732

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.6.00 Technology: MPLS Traffic Engineering

Symptom: When a second IP address is configured for an interitasgossible RSVP chooses the second |
address while sending back a RESV. When upstream router processes the RESV message,
message because it does not match the RRO it was expecting. Thus the LSP will not come u

Condition: This is arare occurrence.

Workaround: Unconfiguring the second interface IP address will bring up the LSP.

Defect ID: DEFECT000595261

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 06.0.00 Technology: PIM - Protocotindependent Multicast

Symptom: Multicast source lookup fails due to unavailability of unicast routes in the system.

Condition: This issue introduced when unicast traffic does not have the routagtiing table that are required
for multicast source and RP lookup.

Workaround: Make sure unicast routing table is populated before running multicast traffic.

Defect ID: DEFECT000596106

Technical Severity: High Probability: High
Product: BrocadeNetlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release:NI 05.7.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: When MPLS is running with OSPF as IGP, changing OSPF network type causes Dynamic By
LSPs to getreated. These get deleted after a few seconds since they don't get used by Backi
This process of creation/deletion repeats.

Condition: 1) MPLS is running with OSPF as IGP
2) Dynamic bypass is configured
3) OSPF network type is changed fronoadcast to p2p without bringing down the interface stat

Defect ID: DEFECT000599092

Technical Severity: Low Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 05.9.00 Technology: ConfigurationFundamentals

Symptom: New haltheight line card module comes up on a slot blocked for a full height card 2x100G

Condition: 2x100G line card is configured manually.
New halfheight line card module when inserted on the slot which is blocked fdrefigiht card
2x100G

Defect ID: DEFECT000599156

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Security

Reported In Release:NI 05.7.00 Technology: AAA - Authentication, Authorization,
and Accounting

Symptom: The CLI prompt is displayed when providing the wrong credential during the telnet authentica|

Condition: During the telnet authentication, continuous"3s entered on the login prompt.
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Defect ID: DEFECT000600814

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.7.00 Technology: OAM - Operations, Admin &
Maintenance

Symptom: In the output of "show media", the dual rate 10G/1G dpiesceiver module type is shown as
unknown

Condition: The speed has to be configured as HiGand linecard module has to be reloaded.
This issue is specific to 20x10G linecard module.

Recovery: Remove the speed configuratiohO00-full.

Defect ID: DEFECT000601596

Technical Severity: Low Probability: Low

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.0.00 Technology: Software Installation & Upgrade

Symptom: When issuing the format command for €lBt1 or slot2, via SSH, the system might not format th
module at all.

Condition: Conditions were unclear, the probable scenario is this,
" if the PCMCIA card is being used for any copy operation from a different session (telnet/SC
device isin use. Hence the 'format' command does not work."

Workaround: Do not format the card when it is in use (might be from a different session).

Recovery: Close all the open sessions, this would terminate the unknown copy operations happening on
or reload the chassis and then format the PCMCIA card.

Defect ID: DEFECT000601641

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.4.00 Technology: High Availability

Symptom: Intermittent issues in management connectivity

Condition: If there are ARP requests being sent to target IP address 0.0.0.0, the Standby management 1
may respond to them

Defect ID: DEFECT000601776

Technical Severity: Low Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.8.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP OID 1991.1.1.2.1.44.0 displays value as "Reason: Unspecified" im$tdaelason : Fabric
connectivity up"

Condition: When fabric connectivity transitions from down to up
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Defect ID: DEFECT000602382

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.7.00 Technology: LAG - Link Aggregation Group

Symptom: Unable to "deploy" or "no deploy"” a LAG. The following timeout message is-seen
Error: Timed Out

LAG ABCD deployment failed!

Condition: When the following are attue-
- System has undergone port flaps, LAG member updates, and other timer events such that t
identifier value has gone past value 4294967295.
- "delay-link-timer" is configured

Defect ID: DEFECT000602394

Technical Severity: Critical Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg

Reported In Release: NI 05.6.00 Technology: ICMP - Internet Control Message
Protocol

Symptom: Brocade's Netlron OS is susceptible to CGXMEL61409 (IPv6 Neighbor Discovery Crafted Packet
Denial of Service Vulnerability).

A vulnerability in the IP Version 6 (IPv6) packet processing functions could allow an
unauthenticated, remote attacker to carsaffected device to experience elevated CPU usage
management module.

Condition: Reception of IPv6 ND6 packets with Hop Limit set as 255.

Workaround: On GEN3 module, apply User Defined ACL (UDA) to filter out invalid ND6 packets in the
hardware with software release 5.9 or later.

Defect ID: DEFECT000603131

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: FDP - Foundry Discoveryrotocol

Symptom: Even after FDP is disabled locally on the primary port of a LAG, the secondary ports of the LA
listed as FDP neighbors on other devices.

Condition: After disabling FDP on the Primary port of a LAG the Active Management Madukt be reloade

Recovery: Enable and disable FDP on the primary port of the LAG

Defect ID: DEFECT000603611

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.4.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: A /32 stale T3LSA will remain in the are® DB even though all the contributing routes are remd
from the other area.
Condition: (1) Configure the 3 IP addresses in sarder on interfaces of 3 different routers in some area (4
2000) with the subnets labeled in a manner similar to this: x.y.z.221/32, x.y.z.221/31, x.y.z.2}
(2) Delete the above configured interfaces in some order to hit this issue.
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DefectlD: DEFECT000603644

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.8.00 Technology: QoS- Quality of Service

Symptom: QoS statistics on egress ports alwslgews against Queue 0

Condition: CLI Command "extendedosmode" should be configured on the device.

Defect ID: DEFECT000603982

Technical Severity: Low Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release:NI 06.0.00 Technology: OpenFlow

Symptom: When a passive Openflow connection is configureddgress can be optionally specified. This if
address is intended to specify which local (in switckgdgress to listen to. The issue is that ever]
ip-addresss specified, it still accepts connection on any locadpress. So, any controller can sti
connect to the switch on napecified IP address, as the passive connection listens to-adgrigss

Condition: When local ipaddress is specified passive OpenFlow connection, it is supposed to only listen
that ipaddress. Instead, it simply ignores the local IP address configuration and accepts Opef
connections on any local IP address.

Defect ID: DEFECT000604087

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq
Reported In Release: NI 05.9.00 Technology: OSPFv3- IPv6 Open Shortest Path Fir

Symptom: The OSPFv3 ABR did not install a more specific route leafred another area when the more
specific route that it learns falls within the same area range configured on this router.

Condition: (1) area range on an OSPFv3 ABR is configured and it originaté$SA3Into backbone for area
range summary and instathis route into RTM.
(2) Another ABR originates a more specific route that falls within the configureetranga on the
first ABR.

Defect ID: DEFECT000604330

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.7.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP OID "snSwiflnfoGigType" returns the value as unknown(255)

Condition: When polling OID "snSwiflInfoGigType", for Finisdl0G SR SFP+ optic configured with "speed
duplex 1006full" it returns the value as unknown(255)

Defect ID: DEFECT000605338

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 05.9.00 Technology: OpenFlow

Symptom: Port speed seen at controller was incorrect in the following scenario
1. Upon reload
2. Openflow is enabled when port admin state is 'Disabled'

Condition: 1. Reload
2. Openflow enabled when port admin statdisabled

Workaround: Remove and radd openflow configuration
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Defect ID: DEFECT000605720

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Software forwarded packets (like fragmented packets, TCP SYN packets in the presence of T
adjust configuration) go to the wrong port leading to traffic loss.

Condition: In a MCT topology, after ARP/MA@ovement happens from ICL to another physical port.

Recovery:ficl ear i p routeo for the affected traffic.

Defect ID: DEFECT000605728

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Networkayer
Reported In Release:NI 05.7.00 Technology: BGP4+- IPv6 Border Gateway Protoc

Symptom: Available system memory depletes steadily and conditions may be seen such as the inability
establish new SSH sessions.

Condition: BGP has to beonfigured and it receives erroneous/badly constructed update messages from

Recovery: If available memory continues to deplete and hits a very low level (<10%), switch over to stan
Management module (when available) OR reloading the Managenuetule can help temporarily.

Defect ID: DEFECTO000607574

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 05.9.00 Technology: CLI - Command Line Interface
Symptom: MBRIDGE upgrade progress message as shown below might get delayed
Copy to MBRIDGE PROM........cccvveiiiiiiiiiiiinnn, Save the new MBRIDGE to
flash.....ccooi Done

Copy MBRIDGE IMAGE to standby MP, please wait.

Condition: During MBRIDGE upgrade copying from Compact Flash.

Defect ID: DEFECT000607624

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg

Reported In Release:NI 05.7.00 Technology: ARP - Address Resolution Protocol

Symptom: Traffic is not forwarded to directly connected host when traffic is received for the host from 2
different VRFs.

Condition: Connected routes leaked from one VRF to another VRF

Defect ID: DEFECT000607934

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release: NI 06.0.00 Technology: MPLS VPLS- Virtual Private LAN
Services

Symptom: OSPF protocol stays down as BUM traffic are not forwandken received from VPLS peer
Condition: MCT VPLS cluster configured

traffic ingress through ICL/clustgyeer link from VPLS peer

with "no vplscpu-protection” configured
Workaround: configure "vplscpu-protection” to forward all BUM traffic.
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Defect ID: DEFECT000608460

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: |IP Multicast
Reported In Release: NI 05.6.00 Technology: PIM - Protocotindependent Multicast

Symptom: (S,G) entry is notreated in "show ip pim mcache" with RACL configured on CES/CER

Condition: On CES/CER when RACL is configured with explicit IGMP permit ACL like below:
accesdist X sequence Y permit igmp a.b.c.d 0.0.0.255 any

Note: This is specific to CES/CER only.

Workaround: Explicitly permit all IP traffic from the source subnet to the multicast group address for the
to be created.

For example:
accesdist x sequence y permit ip a.b.c.d 0.0.0.31 host e.f.g.h

Defect ID: DEFECT000608991

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: [P Multicast
Reported In Release:NI 05.6.00 Technology: IPv4 Multicast Routing

Symptom: Some of the multicast streams stopped working.

Condition: Primary LAG portin OIF is down and traffic is reaching the node after the (*,G) entry is create

Workaround: Bring primary LAG port up.

Recovery: clear ip pim mcache where LP receives traffic but does not create (S,G) entry

Defect ID: DEFECT000609090

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: MAC Portbased Authentication

Symptom: Static secured MAC addresses are flushed on a PMS enabled pordigétiiing the same port.

Condition: PMS configuration should be enabled on port.
Static MAC address should be configured.
Disable the PMS enabled port.

Defect ID: DEFECT000609387

Technical Severity: High Probability: Medium
Product: BrocadeNetlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.4.00 Technology: ARP - Address Resolution Protocol

Symptom: Unable to add static ARP entries with an error message, "ARP: Errno(6) Number of Static AR
entries hagxceeded the max limit".

Condition: The router acts as a DHCP relay agent and it receives DHCP packets with options.
DAl table is full
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Defect ID: DEFECT000609876

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg

Reported In Release: NI 05.6.00 Technology: BFD - BiDirectional Forwarding
Detection

Symptom: When BFD is used over VE interface across a layer 2 port, PCP value is incorrect.
This value should be But it is marked with 0.

This issue will occur if PBIF (Hardware TX assist) is enabled and could be seen after BFD se
state is UP.

Condition: PCP value will be 0 in the BFD packet after the BFD session state is UP.

Defect ID: DEFECT000610054

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.9.00 Technology: IPsec- IP Security

Symptom: Some traffic over IPSEC tunnel may be dropped

Condition: When the routeneeds to further fragment already fragmented IP packets to send over IPSEC
The fragmentation ID and offset in the new IP fragments are not set correctly, rendering the ¢
device unable to reassemble the packets.

Workaround: Configure the IP MU of the upstream device to match the IP MTU of the IPSEC tunnel, or
Path MTU Discovery to ensure that fragmented packets coming into the router are not furt
fragmented.

Defect ID: DEFECT000610277

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: HTTP/HTTPS

Symptom: Management Module may unexpectedly reload (and switches over to the standby Managemsg
Module if available). The following stadkace will be seen:

Possible Stack Trace (function call return address list)
2243d048: memcpy(pc)

209ae9e4: A1RecordCrypt(Ir)
209adf34: A1RecordProcess
209a928c: A1ConnectionDispatch
209af994: SsiReceiveStatus
2097ab68: AsCheckTcpReceiveStatus
2097a598HandleWaitingForReceive
20979c14: HandleConnectionTask
209799b4: AllegroMainTask
20990084: http_web_agent
20990b70: http_timer_callback
20b556f4: itc_process_msgs_internal
20b55ba0: itc_process_msgs
209911f4: web_task

00005e18: sys_end_task

Condition: Continuous data transfer through HTTPS connection.
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Defect ID: DEFECTO000610776

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.8.00 Technology: MPLS Traffic Engineering

Symptom: In a network with MPLS RSVP LSP with FRR configured, detour won't come up at PLR

Condition: Merge point router's outgoing interface has admin group configured which is excluded in FRH
configurations under LSP

Defect ID: DEFECT000611054

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.4.00 Technology: Syslog

Symptom: On occasion, optic on 24x1G Linecard module type may cause i2c bus lockup on the Linecar
resulting in very frequent error messages similar to the SYSLOG entries seen below:

E:System: Can't read LP6 PCB temperature!
E:System: Can't read LP6 XPP temperature!

Condition: Usage of third party optic or any bad optic on 24x1G Linecard module.

Recovery: "show media" command could help recover from the condition for a short interval. The recovq
could last for days, depending on the load on i2c bus.

Defect ID: DEFECT000611080

Technical Severity: High Probability: High
Product: BrocadeNetlron OS Technology Group: Monitoring
Reported In Release: NI 06.0.00 Technology: Hardware Monitoring

Symptom: Port with QSFP28 optic module is not coming up after a series ofopitiglugin.

Condition: Applicable to QSFP28 optic module @FP2 to QSFP28 port.

Defect ID: DEFECT000611357

Technical Severity: Low Probability: Medium

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release:NI 05.7.00 Technology: IP over MPLS

Symptom: In a scaled network with severadrallel TE links between pairs of RSVP routers and a large nu
of TE nodes and | inks, some LSPs might no
message AWarning: I nfinite Loop in mpls_c
the router. LSP6s CSPF computation wil!/ f
detectedd CSPF error. Up LSPs will not be

down state.

Condition: This issue will been seen only inaage MPLS/RSVP network with tens of TE nodes and hundrg
links + parallel links between pairs of TE nodes.

Workaround: There i-snhoufneprpodo workaround. Removing p

Recovery: No easy recovery othénan reducing the number of parallel links.
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Defect ID: DEFECT000612208

Technical Severity: Low Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.8.00 Technology: sFlow

Symptom:

Error message related to sFlow configuration is displayed with incorrect Primary port number
CLI when a new member port is added in an already deployed LAG.

Condition:

This happens in the following cases:

- When the Primary port in a deployed LAGaiseady configured with sFlow and the member po
be added newly in the LAG does not have sFlow configured.

- When the LAG ports in the deployed LAG do not have an sFlow configuration but the memb|
to be added in the LAG have an sFlow configuanati

Workaround: Ensure that the configuration on the new port is the same as the configuration on the LAG

Defect ID: DEFECT000612475

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.1.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP polling for QSFP28 optics data returns Unsupported data.

Condition: SNMP Polling for QSFP28 optics data on 2x100EP2 line card module.

Defect ID: DEFECT000612750

Technical Severity: Low Probability: Low

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.9.00 Technology: ACLs - Access Control Lists

Symptom: Error message (erreiH4) is getting displayed duringload.

Sample output is given below:

Router#reload

Checking for coherence...
Done.

Are you sure? (enter'y' or 'n’): y
Halt and reboot

Netlron XMR/MLX Boot Code Version 5.9.0
/Il OUTPUT TRUNCATED ///l/

system memory: 4294967295, availab#%06524160
FID manager initialized ...

Start init runconfig from start config

Load config data from flash memory...

error- H4

Condition:

No ACL is bound to any interface on the device, "fededeteboundacl!” is enabled and the device
reloaded.

Note: This issue is applicable across all releases. The error message displayed is an indicatid
condition of no ACLs bound to any interface and does not have any impact on the system.

Workaround: Avoid using "forcedeleteboundacl” command optiomwhen no ACL is bound to any interface

the device
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Defect ID: DEFECT000613063

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.6.00 Technology: IP Source Guard

Symptom: RPF loose mode doesn't work. Packets are routed instead of dropping when there is no valid
route.

Condition: "sflow null0-sampling" is configured with RPF loose mode.

Defect ID: DEFECT000613729

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 06.0.00 Technology: Hardware Monitoring

Symptom: 100Gx2CFP2 line card may reload unexpectedly with the following stack trace:

20bb3178mod_rw2x100_g3 cfp2_reset_steps(pc)
20bb3170: mod_rw2x100 g3 cfp2_reset_steps(Ir)
2002d8cc: cfp_reset

209b4fe0: phy_conn_enable

20a2fb2c: port_check_port_status

20a339a8: port_link_status_poll

20a334ac: port_status_poll

200058c0: perform_callback

200062c8: timer_timeout

00040160: sys_end_entry

0005e4a0: suspend

0005cf78: dev_sleep

00005024: xsyscall

207f2ec8: main

00040158: sys_end_task

Condition: Continuous Optic Insertion and Removal is done for 100G LR4 CFP2 optics multiple times

Defect ID: DEFECT000613850

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: MCT - Multi-Chassis Trunking

Symptom: The VRRRE command "shotpathforwardingdelay <delayinseconds>" is not taking effect in IP|
VRRP-E network ("router vrrgextended").

Condition: The issue will be noticed ishortpathforwarding” command is used to configure the backup VH
E device as an alternate path in IPv4 VRRRetwork.

Workaround: Disable "shorpathforwarding" and configure the "gamainterval” to 2 seconds (using
command "garp-ra-interval <imelnSeconds>") on the VRRP instances in the IPv4 VRRP
network.

Defect ID: DEFECT000614029

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: IPv6 Addressing

Symptom: Appropriate error message is not printed on console when user configures IPv6 tunnel interfg
MPLS interface.

Condition: Configuring IPv6 tunnel interface as MPLS interface is not supported. Appropriateneseage w4
not printed on console when user configured IPv6 tunnel interface as MPLS interface.
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Defect ID: DEFECT000614112

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.7.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: OSPFv2 Type3 summary LSA originated for ar@ange configuration is not flushed (withdrawn)
even if all the component routes that fall within the asrage areemoved.

Condition: (1) arearange command on ABR is configured
(2) component routes that fall within the range are in RTM (e.g., configure some IP interfaces
addresses that fall within the range)
(3) disabling all the component routes (idisable the configured interfaces with IP addresses th
fall within the arearange).

Workaround: If the ABR status is made to loose then it would flush (withdraw) therarege summary.

Defect ID: DEFECT000614508

Technical Severity: Low Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release:NI 05.7.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: "show ip ospf data linlstate extensive" does not dispetensive output of all LSAs.

Condition: At least 8 Loopback interfaces advertised to the peer.
Multiple entries of router LSAs in the OSPF database.

Defect ID: DEFECT000615179

Technical Severity: High Probability: Medium

Product: Brocade NetlrorDS Technology Group: Management

Reported In Release: NI 05.8.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP community configuration have duplicate entry in "show running"

Condition: When SNMP community is configured wi&CL name like below:

snmpserver community public ro <atlame>

Defect ID: DEFECT000615868

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: VLAN - Virtual LAN

Symptom: Traffic rate limited to 20Gbps for all VLANs where outbound the-tewét is not applied.

Condition: 1) This is specific to MLX10Gx24.
2) Outbound ratéimit is applied on one specific VLAN.

Recovery: Only recovery is toeload the corresponding line card module after applying thdingiteo the
configuration.

Defect ID: DEFECT000615906

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.9.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP polling for IPSEC tunnel interfaces doesn't provide correct values

Condition: When polling for IPSEC tunnel interface statistics through SNMP table IfTable.

Workaround: Execute the CLI command "show interface tunnel <tuifel before polling SNMP table
IfTable.
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Defect ID: DEFECT000615910

Technical Severity: Medium

Probability: High

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release:NI 05.9.00

Technology: Telemetry

Symptom: SNMP polling of ifTable statistics always displays the value as zero for MPLS LSP tunnel

Condition: When polling MPLS LSP statistics through SNMP table ifTable.

Defect ID: DEFECT000616823

Technical Severity: High

Probability: Low

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release: NI 05.8.00

Technology: Sysmon

Symptom: CES/CER may unexpectedly reload with the following stack trace :

Possible Stack Trace (function call return
203056d0: hashFastGenericGet(pc)

209e748c: itc_registry_get_msg_def_for_|
209e748c: itc_registry_get_msg_def_for_|

address list)

msg_type(Ir)
msg_type

209dfbf0: validate_params_and_get_msg_def

209dfc98: itc_sendequest
20a0e608: CancelTimerCommon
20a0e788: CancelTimer2
209b9dbc: ssh_close_connection

209b1a00: cu_ssh_close_session_internal

209b3a90: ssh_cu_msg_callback
209e0954: itc_process_msgs_internal
209e0df4: itc_process_msgs
207179f0: snms_task

00040158: sys end_task

Condition: There is no known condition/trigger for this issue.

Note: This is specific to CES/CER only.

Defect ID: DEFECT000617836

Technical Severity: Critical

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Security

Reported In Release: NI 05.9.00

Technology: IPsec- IP Security

Symptom: Linecards on an MLX unexpectedly reloading at random intervals. The stack trace seen using

"show save" command is as follows
212c0860ipcom_pqueue_get_next(pc)
212ca014: ipcom_tmo2_select(lr)
21204e70: ike_wr_timer

211e874c: ike_sys_timer
00040160: sys_end_entry
0005e4c8: suspend

00062230: receive_message
00005024: xsyscall

211e8c28: ike_task

00040158: sys end_task

Condition: Can beseen on all MLX Line Cards running Netlron 5.8.00 through 5.8.00e, 5.9.00 through 5.

6.0.00 and 6.0.00a images.
Can be caused by IPSec control packets.
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Defect ID: DEFECT000618044

Technical Severity: Critical Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: LP unexpectedly reloads with the following info seen in "show save" in function
is_routemap_in_use by uda_pbr()

Condition: Can be seen
- during LP bootup, OR
- when an IP or UDA routenap is configured.

Defect ID: DEFECT000618076

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release:NI 06.0.00 Technology: Traffic Queueing and Scheduling

Symptom: Linecard module may unexpectedly reload with the following stack trace:

Possible Stack Trace (function call return address list)
2064del4rw2_petra_set port_rate(pc)
2064ddf8: rw2_petra_set_port_rate(lr)
2119c424: fdry_tm_set_port_rate
20ff40c8: Ip_tm_offload_handler
207f3a2c: Ip_tm_offload_task
00040158: sys end_task
Condition: When the linecard module comes up and the remote @amteected to the local ports are flapping

Defect ID: DEFECT000618134

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.8.00 Technology: High Availability

Symptom: St andby management modul e went down with 1
log dump.
SYSLOG: <13>Sep 20 15:15:55 System: Standby Management Module was down, reason N
Error Code 0.

Condition: On terminating the Telnet/SSH sessiomme di at el y after i ssuing

Workaround: Wait for 2-3 sec before killing the telnet session after issuing 'write mem .
Note: The issue will not affect traffic as it is a Standby module and comes back in a few m

Defect ID: DEFECT000618333

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.8.00 Technology: GRE- Generic Routing Encapsulation

Symptom: TCP packets areceived in the server without removing the GRE header.

Condition: When trying to telnet to the Linux host from a server with a GRE tunnel between and with TC
configured in the transit MLX device.

Workaround: The configuration "ip tcdjustmss" has to be removed.
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Defect ID: DEFECT000618580

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 06.0.00 Technology: SSH- Secure Shell

Symptom: Unable toupload SSH clierpub-key file due to sizdimit.

Condition: When uploading the SSH clieptib-key file with the size of more than 4096 bytes.

Defect ID: DEFECT000618928

Technical Severity: Critical Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.6.00 Technology: ACLs - Access Control Lists

Symptom: Newly added LAG port is in LACP blocked state

Condition: Apply a MAC ACL on a port and create LAG with this port.
Remove the ACL and add another ACL.
Now add a secondary port to the LAG from another LP

Defect ID: DEFECT000619510

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.8.00 Technology: VLAN - Virtual LAN

Symptom: RSTP configuration is not allowed under \Agroup and Error message is displayed as "spannin
configuration is enabled".

Condition: 1) "Spanning tree" command is globally configured
2) configure "rstp" command under vigmoup having member vians.

Workaround: Remove the spanning tree configuration from each vlan undegutarp and configure rstp.

Defect ID: DEFECT000619934

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release:NI 06.0.00 Technology: CLI - Command Line Interface

Symptom: Memory leak may be observed during execution of either of the following commands:

1) O0s-hiomi t ait et er face x/y outputd
2) 'show sysmon events brief'.

Condition: 1) The ¢ ommalnidmidts hionmt eraftaeece x/y out put 6limisg
not configured
2) The command "show sysmon events brief' neault in memory leak when sysmon events are
configured

Defect ID: DEFECT000620066

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.0.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: "snmpserver group" configuration is lost after the reload.

Condition: "snmpserver group" name configured and reload the device.
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Defect ID: DEFECT000620069

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: |IP Multicast
Reported In Release: NI 05.9.00 Technology: IPv4 Multicast VLAN Traffic Reductior]

Symptom: Multicast traffic loss can be observed for VPLS.

Condition: disabling and reenabling of lagactive primary port of VPLS enploint with Line card as BRALX -

10Gx20.
Defect ID: DEFECT000620729
Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release:NI 06.0.00 Technology: IPv4 Multicast Routing

Symptom: "pim-sparse” configuration getting lost on the GRE Interface after chassis Reload and could I
multicast data traffic loss issue.

Condition: "pim-sparse" configuration on GRE interface.

Workaround: Post reload of the device, configure pam manually on gréunnel interface again.

Defect ID: DEFECT000620803

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release:NI 06.0.00 Technology: BGP4+- IPv6 Border Gateway Protoc

Symptom: Enable ISIS for IPv6 with muHiopology transition and then run 'show IPv6 route', shortly after
CER reloaded unexpectedly with the following stack trace:

20e57ec4: bgp_best_route_selection_with_sorting(pc)
20e57dbc: bgp_best_route_selection_with_sorting(lr)
20e582c8: bgp_best_route_selection_and_change
20f05a68: bgp_check _and_update_bgp_route_in_ip_table_as_necessary
20e77790: bgp_route_damping_timer_event
20f221f8: bgp_timer

20f1d780: bgp_timeout_func

20a47fe8: itc_process_msgs_internal

20a48494: itc_process_msgs

20ec0768: bgp_task

00040158: sys_end_task

Condition: CER reload is observed when BGP Best path flaps. BGP best path can flap in scenaxasfbe
IBGP nexthop change, flapping BGP route etc..
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Defect ID: DEFECT000621666

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.6.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: Management Module may unexpectedly reload and switch over to the standby Management
if available. The following stack trace will be seen:
Possible Stack Trace (function call retaidress list)
20ef84a4: ospf_router_receive_packet_callback(pc)
20ef849c: ospf_router_receive_packet_callback(lr)
20al1c040: itc_process_msgs_internal
20al1c380: itc_process_msgs
20ef775c¢: ospf_msg_task
00005e18: sys end_task

Condition: After running forlonger duration.
Low memory available in OSPF memory pool.

Defect ID: DEFECT000622131

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release:NI 05.8.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: On a CustomeEdge router if external LSA's tag matches OSPF dottaajrthen these external
LSA's would not be installed in OSPF route table.

Condition: In VRF-lite case if a Customefdgerouter is running OSPF in a VRF, and if external LSA contal
tag same as OSPF domaarg then these external LSAs would be missing in route table.

Workaround: On CustomeiEdge router configure OSPF domdédhdifferent than the one present in OSPF
extenal LSA tag.

Defect ID: DEFECT000622744

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.0.00 Technology: ACLs - Access Control Lists

Symptom: Line card module maynexpectedly reload and get into a continuous reload cycle with the follg
stack trace:

Possible Stack Trace (function call return address list)
210ba9b8: sw_I4 find_acl_table(pc)
210306d0: sw_I4_construct_port_list_for_rule_based_acl(Ir)
21030a6¢: sw4_construct_acl_rule_mask_and_prog_cam
2103154c: sw_l4_update_acl_cam_entries
21039d30: 14_update_rule_based_entries_in_cam
2103199c: 14_Ip_inbound_acl_update_timer_callback
200058c0: perform_callback
200062c8: timer_timeout
00040160: sys_end_entry
0005e4a0: suspend
0005cf78: dev_sleep
00005024: xsyscall
207f2f88: main
00040158: sys end_task

Condition: 4K VEs associated one on one with 4K VLANSs. (VE 2 to VE 4095)
One physical port part of all the 4K VLANSs.
4K IPv4 ACL having 25 rules per ACL.
These 4K different ACLs are bound on the 4K VEs
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Defect ID: DEFECT000622823

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.1.00 Technology: ACLs - Access Control Lists

Symptom: Line card module may unexpectedly reload and get into a continuous reload cycle with the fo
stack trace:

Possible Stack Trace (function call return address list)
210c2be4: sw_l4_find_acl_table(pc)

21038614: sw_I4 construct_port_list_faule_based_acl(Ir)
210389b0: sw_I4 construct_acl_rule_mask_and_prog_cam
21039490: sw_I4 update_acl_cam_entries

21041c74: 14_update_rule_based_entries_in_cam
210398e0: 14_Ip_inbound_acl_update_timer_callback
20005a74: perform_callback

200064 7c: timer_timeout

00040160: sys_end_entry

0005e4a0: suspend

0005cf78: dev_sleep

00005024 xsyscall

207f2b14: main

00040158: sys_end_task

Condition: 4K VEs associated one on one with 4K VLANSs. (VE 2 to VE 4095)
One physical port part of all the 4K VLANS.
4K IPv4 ACL and4K IPv6 ACL contains 25 rules per ACL.
Both the 4K ACLs are bound on the 4K VEs

Defect ID: DEFECT000623145

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release:NI 06.0.00 Technology: OpenFlow

Symptom: When openflow rule is configured with L2VPN, the packets that come out of the MPLS netwo
deformed as invalid packets.

Condition: Enable openflow on MPLS LSP.
Configure openflow rule with LSP and L2VPN labelkiction.

In the MPLS egress encounter, the packets are getting dropped.

Defect ID: DEFECT000623430

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.8.00 Technology: Hardware Monitoring

Symptom: High cpu utilization on 8x10G linecard module.

Condition: Rarely a port on 8x10G module can get into PHY lockup. If this lockup state is continuous, CH
utilization can go higher.

Recovery: Disable the affected port froponfiguration to bring the CPU usage down.
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Defect ID: DEFECT000623841

Technical Severity: Critical Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 06.0.00 Technology: BGP4- IPv4 Border Gateway Protocol
Symptom: Management Module may unexpectedly reload (and switches over to the standby Managemsg

Module if available). The following stack trace will be seen:

Possible Stack Trace (function call return address list)

20fd7150: bgp_prepare_nlri_holder(pc)

20fd5e5¢: bgp_best_route_selection_with_sorting(lr)

20fd5e5¢: bgp_best _route_selection_with_sorting

20fd6574: bgp_best_route_selection_and_change

20fa6c94: bgp_check _and_update _bgp_route_in_ip_tablee@ssgary
20fa63a8: bgp_add_bgp_routes_to_routing_table_if necessary_callback
210336ec: bgp_tree_partial_traverse_with_possible_change
20fa67cc: bgp_add_bgp_routes _to_routing_table_if necessary
20fb4764: bgp_check_updates

20fc1420: bgp_timer

20fc1050:bgp_timeout_func

20b92d10: itc_process_msgs_internal

20b931bc: itc_process_msgs

21015b80: bgp_task

00005e18: sys end_task

Condition:

Management Module may unexpectedly reload when BGP Best path flaps.

BGP best path can flap in scenarios like IBGP 4@ change, flapping BGP route etc..

Defect ID: DEFECT000624061

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg

Reported In Release: NI 05.8.00 Technology: ICMP - Internet Control Message
Protocol

Symptom: VE Interface MAC is not used as source MAC for packets routed by WHE Biterface.

Condition: Save running configuration with VPLS VE and then reload.

Or
Copy StartugConfig with VPLSVE configurations anthen reload.
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Defect ID: DEFECT000624544

Technical Severity: Medium

Probability: Low

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release:NI 05.6.00

Technology: Hardware Monitoring

Symptom: CES/CER may unexpectedigload with the following stack trace :

Possible Stack Trace (function call return
21ff3114: memset(pc)

2037c4ac: os_malloc_zero(lr)

2097b280: mplp_send_itc_response

address list)

2097bf40: mplp_process_Ip_data_response_continue

2095579c: itc_continue_&kred_response

2097c61c: mplp_process_Ip_data_response

20954920: itc_process_msgs_internal
20954c58: itc_process_msgs
2097e408: Ip_agent_task

00040158: sys end_task

Condition: There is no known condition for this issue to occur.

Defect ID: DEFECT000624554

Technical Severity: Medium

Probability: High

Product: Brocade Netlron OS

Technology Group: Traffic Management

Reported In Release: NI 05.8.00

Technology: Traffic Queueing and Scheduling

Symptom: VLL packets received from MPLS uplirdee queued in Queue 0 on egress ports regardless of t

EXP bit

Condition: Seen on CER/CES platforms only.

Defect ID: DEFECT000626658

Technical Severity: High

Probability: Medium

Product: Brocade Netlron OS

Technology Group: |P Multicast

Reported In Release: NI 05.8.00

Technology: IPv4 Multicast Routing

Symptom: Router may experience intermittent ICL link instability and reloadunexpectedly with the follow|

stack trace:

2034e390: pim_remove_oif_from_entry
21db84e8pim_assert_update_oif state
21db9544: pim_assert_cleanup_state
21db9304: pim_assert_cancel_assert
21db8798: pimsm_assert_run_fsm
2034d280: pim_add_oif to_entry

21d266ac: mcast_mct_process_ingress_change

20352b7c: mcast_set_parent_phy_port

21da0794pimsm_|2reg_update _phy_port_from_arp

21da0dlc: pim_process_register_msg

21daff90: mcast_receive_slave_message_internal
21daeb90: mcast_receive_slave_message

209f040c: itc_process_msgs_internal
209f08ac: itc_process_msgs
21d23378: mcast_task

00040158: sys end_task

Condition: When PIM ASSERT Winner OIF moves to blocked state.
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Defect ID: DEFECT000627306

Technical Severity: High

Probability: High

Product: Brocade Netlron OS

Technology Group: Management

Reported In Release: NI 05.9.00

Technology: Configuration Fundamentals

Symptom: Remote port connected to a loopback configured port goes down

Condition: Reloading line card that has a loopback configured port

Recovery: Disable and enable the loopback configupedt

Defect ID: DEFECT000627973

Technical Severity: High

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Layer 3 Routing/Network Layg

Reported In Release: NI 05.8.00

Technology: IPv6 Addressing

Symptom:
console.

CAM violation syslogmessage is generated along with invalid entry error message on line car

Condition:

Only on line cards with algorithmic mode, while an already existing IPv6 route entry is getting
repeatedly (duplicate entry). This results in a CRiblation syslog message.
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Closed with code changB96.0.00a

This section lists software defects with Critical, High, and Medium Technical Severity closed with
a code change axf 8/11/2016in NI 6.0.00a.

Defect ID: DEFECTO000577783

Technical Severity: High

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release:NI 05.7.00

Technology: RAS - Reliability, Availability, and
Serviceability

Symptom: Port on 100GxZFP2 line card module may not cong

Condition: Remote end CFP2 optic is removed anihserted.

Recovery: Disable and enable the port on remote end.

Defect ID: DEFECTO000577992

Technical Severity: Medium

Probability: High

Product: Brocade Netlron OS

Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.8.00

Technology: OpenStack Integration

Symptom: The "flow-control/flow-control rxpause ignore" status displayed in "show flomtrl" and "show
interface" is not in sync with tH&low-control/flow-control rxpause ignore" configuration.

Condition: On executing below commands to see flogntrol status:

1. show interface
2. show flowcntrl

Defect ID: DEFECT000578252

Technical Severity: High

Probability: High

Product: Brocade Netlron OS

Technology Group: Layer 2 Switching

Reported In Release: NI 05.8.00

Technology: VLAN - Virtual LAN

Symptom: Flapping of VLL

Condition: When VRF is moved from one interface to another interface belonging to different PPCR.

Workaround: While moving VRF from one interface to another belonging to different ppcr, disable both t

interface and then move the VRF.

Defect ID: DEFECT000578821

Technical Severity: Medium

Probability: Low

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release: NI 05.7.00

Technology: Hardware Monitoring

Symptom: 100G CFP2 port goes down and LED may still glow green

Condition: 100G CFP2 port status is down on both sides
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Defect ID: DEFECTO000579744

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: CLI - Command Line Interface

Symptom: Management Module may reload unexpectedly while executing concalramtcommands from
multiple sessions like TELNET, SSH.

Condition: Multiple show commands should be executed from different sessions while a "write memory"
command is executed.

Example: "show lag", "show ip ospf interface", "show ipv6 bgp summary"

Defect ID: DEFECT000581204

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: OAM - Operations, Admin &
Maintenance

Symptom: Link of 100Gx2CFP2 LR4interface may go down

Condition: 1. When the RX side of the cable connected to remote end was removed.
2. When the remote end device is Infinera WDM/DXNievice

Recovery: Remove and Rasert of the TX cable from the remote end.

Defect ID: DEFECTO000587069

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.4.00 Technology: VLAN - Virtual LAN

Symptom: When configuring a new VLAN on the CES, thgrror: insufficient fids available for vlan creation
message appears

Condition: On CER/CES platform, with continuous churns due to multicast traffic sources and receivers

Defect ID: DEFECTO000587126

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: VPN
Reported In Release:NI 05.6.00 Technology: EVPN - Ethernet VPN

Symptom: When "defaullocal-preference” parameter is globally set, the VPNV4 advertised aggregate ro
will not update the locabrefwith the new parameter set, even after clearing the BGP neighbot
using "clear ip bgp neighbor all"

Condition: Aggregate routes are advertised through BGP VPN.
"defaultlocal-preference" should be globally set/reset

Workaround: Run "clear ipbgp vrf <vrtname> neighbor all" for the VRF's associated.

(or)

Remove & add "locahs" under "router bgp" which stops the BGP operation and starts agai
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Defect ID: DEFECT000589935

Technical Severity: High

Probability: High

Product: BrocadeNetlron OS

Technology Group: Security

Reported In Release:NI 05.9.00

Technology: IPsec- IP Security

Symptom: Sometime IPsec Module may reset when the following commands are issued using script:

no interface tunnel <tunnelumber>

no ipsec profile fpsecprofile-name>
no ikev2 profile <ikevZprofile-name>
no ikev2 policy <ikevzpolicy-name>

no ikev2 autkproposal <autiproposalname>

no ikev2 proposal <ikevproposalname>

Condition:
no interface tunnel <tunnelumber>
no ipsec profile <ipseprofile-name>
no ikev2 profile <ikevZprofile-name>
no ikev2 policy <ikevZpolicy-name>

no ikev2 autkproposal <autiproposalname>

no ikev2 proposal <ikevproposaname>

Issue the following commands using script with no delay betwaeh command:

DefectID: DEFECT000590355

Technical Severity: Medium

Probability: High

Product: Brocade Netlron OS

Technology Group: MPLS

Reported In Release: NI 06.0.00

Technology: MPLS Traffic Engineering

Symptom: Happens on a scaled scenario on a slow server withpmnse time more than 10 seconds.
No path is available for the LSPs, so the LSPs keep retrying.

Condition:

This occurs with a scaled scenario on a slow server with a response time longer than 10 secd
No path is available for the LSPs, so the LE&ap retrying.

The server response time should be within millisecoids is one of the main reasons to use P
The issue was seen only when using a third party test emulator.

Defect ID: DEFECT000591098

Technical Severity: High

Probability: Medium

Product: Brocade Netlron OS

Technology Group: IP Multicast

Reported In Release: NI 05.6.00

Technology: IPv4 Multicast Routing

Symptom: Video freezes every 3 minutes

Condition: In ring topology where the RPT and SPT path is different and WSSERT winner becomes

blocked OIF on (S,G) entry

Defect ID: DEFECT000591211

Technical Severity: Medium

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release: NI 05.8.00

Technology: Hardware Monitoring

Symptom: The below i2c access syslog/trap messages for PSUs will be observed.
SYSLOG: <174>Jan 30 03:22:39 mixe3 System: i2c access notice (GIEI = set)Minor, Mux ing

Mux tap 5, ID 0x1, Addr 0x5, (PS2)

SYSLOG: <174>Jan 30 03:22:39 mIxe3 System: i2@ssnotice (GIEI = clear)Minor, Mux index

Mux tap 5, ID 0x1, Addr 0x5, (PS2)

Condition: On running "show chassis" command continuously with all PSUs present in the chassis.
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Defect ID: DEFECT000591955

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.7.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: Incorrect metric value might be advertised for a BGP route to a ER@Rbor, with the neighbor
configured without routenap.

Condition: The neighbor should have an out reutap,
The routemap should have "set metitigpe internal” which will advertise the BGP route with IGH
metric for MED.

Workaround: "clear ipbgp neighbor <neighbor address > soft out"

Defect ID: DEFECT000592929

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq
Reported In Release: NI 05.9.00 Technology: IP Addressing

Symptom: Unexpected reload of line card module.

Condition: Loopback interface in nedefault VRF has the same IP address as that of the loopback interfa
default VRF.

Workaround: The IP addresses of loopback interfaces in defaulhandiefault VRF need to be different.

Defect ID: DEFECTO000593035

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.7.00 Technology: LAG - Link AggregationGroup

Symptom: In a VPLS network, multicast destined packets may go on wrong VPLS instance on the remo

Condition: In a VPLS network with "vplEpuprotection”, multicast destined packets may go on wrong VP
instance on the remote PE when a ussables and renables one of the forwarding paths.

Recovery: Problem can be recovered by reloading the device.
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Defect ID: DEFECT000594318

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: SSH- Secure Shell

Symptom: The SSH session terminates unexpectedly when running "showstggtort" command.

Condition: From an SSH session, execute "show-®aghport" command on a scaled setup \itige
configuration (32 slot chassis with ACL configurations close to the supported maximum limit).

Workaround: Redirect the output of "show tecipport” to a file instead of streaming to the SSH terminal.

Example:
abc@xyz{295}: ssh lab@w.x.y.z > shotech_[2.txt
Password: <<<< Provide password here, and mq
output in a separate window (see below)

<<<< Now we are at user privilege level
prompt. So enter fdAenabl eo

<<<< Now we are at privilege exec mod
So enter fAishow techo

<<<< wait for output to complete. Then
exit twice (for exit out of privilege mode, and then exit out of user mode)
Connection to w.x.y.z closed by remote host.
Connection to w.x.y.z closed.

abc@xyz{296}:

In a separate window the output can be monitored as follows:

abc

Defect ID: DEFECT000594398

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.7.00 Technology: Hardware Monitoring

Symptom: Parity error similar to below mentioned is seen in syslog:
Mar 24 09:15:42:E:CAM2PRAM Word 2 DoubRit Parity Error on port range 1/11/10

Condition: Single bit ECC error occurs on the Linecard module NP memory.

Defect ID: DEFECT000595113

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3Routing/Network Laye

Reported In Release: NI 05.8.00 Technology: DHCP - Dynamic Host Configuration
Protocol

Symptom: When the router is acting as DHCPV6 relay agent, it is not choosing DHCPV6 client facing intj
link-local address as the sourmdress in the IPv6 packet when it forwards reply message to th
client.

Condition: The device should act as a DHCPV6 relay agent.

Defect ID: DEFECT000595638

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 06.0.00 Technology: OpenFlow

Symptom: DUT might experience a unplanned restart when more than 32K OpenFlow flows are being
configured over SSL.

Condition: More than 32K flows are sent from OpenFlow controller.
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DefectlD: DEFECTO000595704

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq
Reported In Release: NI 05.8.00 Technology: GRE- Generic Routing Encapsulation

Symptom: Unable toestablish TCP connection over GRE Tunnel.

Condition: The command "ip tcp rediregretcp-syn” should be present in the global configuration, while th
tunnel source port should have the command "ip tcp adjast<value>" enabled.

Workaround: Removethe command "ip tcp adjusiss <value>" from the interface configuration.

Defect ID: DEFECT000595942

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release:NI 06.0.00 Technology: MPLS Traffic Engineering

Symptom: System reset is seen sometimes when sphti is retrying a new instance due to an IGP neighb
down event and no path is available.

Condition: The system has IGP sync enabled and an LSP has selected a pathctisalath. In addition the
is no alternative path for the selected secondary to come UP. Under these conditions, if an in
flap in the network triggers a neighbor down event, this issue may be seen.

Defect ID: DEFECT000595982

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laysg

Reported In Release: NI 05.6.00 Technology: BFD - BiDirectional Forwarding
Detection

Symptom: BFD session state is staying UP even aftetagging the port from VLAN.

Condition: Sometimes after untagging a port from VLAN.

Recovery: Execute the below command after untagging ports from VLAN if a BFD session state does no
transition to DOWN state
"clear bfd neighbors A.B.C.D/X:X::X:X"

Defect ID: DEFECT000596110

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.9.00 Technology: LAG - Link Aggregation Group

Symptom: A LAG can be deployewith inconsistent sFlow configuration on primary port and secondary p
Condition: "sflow forwarding" is enabled on an interface and is added to a deployed LAG whose primary
does not have it enabled.

Note: This does not affect the LA€@nfiguration

Defect ID: DEFECT000596196

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.6.00 Technology: Syslog

Symptom: Alarm messages similar to the ones given below will be seen in Syslog/LP console along with
message when 10GE Tunable SFP+ optics are connected.

Apr 20 14:17:38:A: Latched low RX Power alarm, port 1/3
Apr 20 14:17:38:A: Latched low RX Poweaah, port 1/1
Condition: Tunable Optic SFPs connected
Recovery: "dm optic <port> eeprom" command can be executed on the associated Linecard Module to s
the alarm messages in the Syslog.

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0 95



Defect ID: DEFECT000596208

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq

Reported In Release: NI 06.0.00 Technology: BFD - BiDirectional Forwarding
Detection

Symptom: The router inexplicably restarted.

Condition: When BFDsessions are established over LAG ports.

Defect ID: DEFECT000596312

Technical Severity: Medium Probability: Low

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: Hardware Monitoring

Symptom: Link SFM 1/FE 1/Link 1 will be put to DOWN state with following message due to side effect
auto tuning.
Warning: Fabric Link shutdown due to Autotuning failure for SFM 1/FE 1/Lirk LP 1/FE 1/Link
76

Condition: Link SFM 1/FE 1/Link 1 will be puto DOWN state when auttnining fails.

Recovery: Power on link SFM 1/FE 1/Link 1 manually.

Defect ID: DEFECT000596446

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 06.0.00 Technology: MPLS Traffic Engineering

Symptom: After a request has been made, if the user disables the LSP, removes 'pce compute' from thg
config and enables it, and the response comes or timeout occurs, the error code of the LSP v
incorrect.This happens in scenarios where the server response is very slow, in the order of 1(
seconds, or when the request is timed out due to unresponsive server.

Condition: Seen only with PCE servers with extremely slow response time, or when the reduest out as
per the request timer, and the user changes the config on the LSP during this time to make tH
locally computed.

Defect ID: DEFECT000596574

Technical Severity: Critical Probability: High
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.9.00 Technology: Traffic Queueing and Scheduling

Symptom: TM errors on a 33lot chassis with 24x10G modules resulting in traffic drop.

Condition: Seen on a 32lot chassis witl24x10G modules present. Triggered by either
- a chassis reload or
- an LP insertion while traffic is present, or
- an LP reboot while traffic is present.

Workaround: For the chassisreloalhdd t he codiorred-odr dwai t n t h ereeload.f
This will ensure that the issue does not happen during chassis reload.
For LP insertiont If LP is inserted without any config present for the LP, the issue will not
happen. If LP is inserted with a config present for the LP, the issue cperhapd recovery will
need to be performed.

Recovery: Reload the chassis after configuring the "waitall-cards" command.
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Defect ID: DEFECT000597413

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: Configuration Fundamentals

Symptom: Link fault signaling settings are not applied after reloading the chassis.

Condition: With link fault signaling enabled globally either of the followiognditions can cause this issue:
- A new Linecard Module is inserted
- Existing Linecard Module is power cycled
- Chassis is reloaded

Recovery: Disable and enable lintault-signaling globally

Defect ID: DEFECT000597682

Technical Severity: Critical Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layq
Reported In Release: NI 05.8.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: OSPFv3 task could cause router to unexpectedly reload

Condition: If the OSPFv3 task receives multiple external LSAs with Forwarding Address field and if the |
prefix match for the Forwarding Address in OSPFv3 is in an area not same as ASBR (externd
originator)

Defect ID: DEFECT000597791

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release:NI 05.6.00 Technology: IP over MPLS

Symptom: MPLS Traffic forwarding failing on MPLS transit node after reloading or insetiggess Linecard
module.

Condition: Reload or insertion of Linecard module which has MPLS configuration.

Recovery: Disable and enable the outgoing interface so that it would clear the existing ARP entries and 1

Defect ID: DEFECT000597936

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.4.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: Customer not able to fetch the VRRP relatédrmation (vrrpAssolpAddrTable,
vrrpRouterStatsTable) through SNMP.

Condition: When VRRP is configured and during polling the VRRP related information (vrrpAssolpAddrT|
vrrpRouterStatsTable) through SNMP.

Defect ID: DEFECT000599114

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.9.00 Technology: MCT - Multi-Chassis Trunking

Symptom: When MCT VPLS cluster node status changes from Active to Standby, $#4s®n between MCT
and remote peer does not go down, and MAC address(es) learned against the VPLS session
Remote peer are not flushed. This will result in traffic loss from the remote peer to the client d
Condition: A c | -interffades hut downd i s enabled on MCT VPLS cl
Recovery: Flap the remote peer OR execute "clear mac" on remote peer.
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Defect ID: DEFECT000599540

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.7.00 Technology: ACLs - Access Control Lists

Symptom: Erroneous counting of IPv6 traffic results in incorrect rate limiting of the received traffic and hq
packet drops

Condition: IPv6 ACLs with rate limiters should lmnfigured along with IPv4/Port level rate limiters
Modification (Delete/Add) of IPv4/Port level rate limiters

Recovery: Reload of the affected Linecard Module is the only option

Defect ID: DEFECT000600151

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.0.00 Technology: IPsec- IP Security

Symptom: Observe unexpected reload of standby Management module

Condition: This issue may be observed when a large numbiérsac tunnels are configured and IPSEC re
keying mechanism is in progress.

Defect ID: DEFECT000600532

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 06.0.00 Technology: MAC Portbased Authentication

Symptom: Wh e n  fi-dlyeamieléam" is enabled under "globpbrt-security”, MAC addresses learned on
PMS enabled LAG do not get deleted when the LAG goes down.

Condition: Under "globalportsecurity”,"deletedynamiclearn” is enabled.
PMS is enabled on a LAG port.
MAC addresses are learned on LAG's member ports.
LAG is either disabled or goes down

Recovery: Delete the Secure MAC address learned on the LAG manually.

Defect ID: DEFECT000600734

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: LAG - Link Aggregation Group

Symptom: Secondary port in a LAG remains in LA OCKED state afteremoving it and readding it in a
LAG that has "forcgrimary-port-mac" enabled.

Condition: LAG configuration should have "forggrimary-port-mac” enabled.
L2ACL used on the primary port should have a permit rule only for primary port of the peer LA
Ex: If primary port MAC of the peer is aaaa.bbbb.cccc the L2 ACL should be :
mac accessst acl_sample
permit aaaa.bbbb.cccc ffff.ffff.ffff any any etype any
deny any any any etype any

Workaround: Add the interface MAC of all the member ports of thAG to the L2ACL

Recovery: Add the interface MAC of the current primary port of the LAG to the L2ACL if there is a chang
the primary port status
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Defect ID: DEFECT000600930

Technical Severity: High Probability: Medium
Product: Brocade NetlrorDS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.4.00 Technology: DHCP - Dynamic Host Configuration
Protocol
Symptom: In some cases, the DHCP clients will not get the address from the server when the MLX is ag
relay agent.

Condition: The VE interface is configured with an IP unnumbered loopback. MLX receives a DHCP disc
packet with optiorB2 and optiom3 already inserted.

Workaround: Move the IP address from the loopback interface to théntEface. Disable option 82.

Defect ID: DEFECT000601634

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: MCT - Multi-Chassis Trunking

Symptom: On CES/CER, IP multicast traffic received on ICL port will be forwarded to local CCEP even t
remote CCEP is UP.

Condition: Add a membeiLAN to the MCT cluster.

Recovery: Save the new configuration & Reload.

Defect ID: DEFECT000602818

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.9.00 Technology: Telemetry

Symptom: ACLs do not work and no traffic is forwarded. No CAM entries found in diauels.

Condition: A memory leak in the lineard can cause memory allocation to fail and the line card becomes
to store the ACL entries received from management module. Since the ACL rules are not
downloaded, they are not programmed in the hardware.

The memory leaks caused by updates in the next hop VLAN of the route map where the ACL
are present.

This can be triggered by events such as port flap on the line card in question, reloads of othe
cards in the system and updates in the VLAN configuration.

Defect ID: DEFECT000602865

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: SDN

Reported In Release: NI 05.8.00 Technology: OpenFlow

Symptom: When OpenFlow rules are configured in reverse orderiofity, complete traffic loss may be
observed.

Condition: 1. Configure OpenFlow rule with priority 100
2. Configure OpenFlow rule with priority 90 on the same port.
3. Observe complete traffic loss.

Workaround: Apply OpenFlow rules in ascendimpgiority order, i.e., first apply rule with priority 90 and ther]
priority 100.
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Defect ID: DEFECT000604313

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: PBR- Policy-Based Routing

Symptom: L2PBR binding not propagated to Linecard.
Memory leak on line card when L2PBR is bound on the interface. IPv4 PBR entries are not
programmed to TCAM.

Condition: L2PBR binding isn't propagated to Linecard when binding is performed before defining the ro
map.
Memory leak on the Linecard when L2PBR is applied on the interface.
IPv4 PBR entries aren't programmed to hardware when the samenapitis bound on theame
interface for L2PBR.

Workaround: Define routemap before binding on interface for L2PBR entries to be programmed.
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Defect ID: DEFECT000604894
Technical Severity: Critical Probability: Medium
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.7.00 Technology: MPLS Traffic Engineering
Symptom: Below symptoms are seen on router with MPLS Traffic Engineering configured with-DiSRE
IGP.
1. Memory Allocation Failures console prints will be seen on Router.
2. Router Active Management Module goes to low available memory, less than 20%.
Brocade#show memory
Available Memory (%): 20 percent
3. Large number (greater than 15,000) of allocations seen fwSPEld elements in MPLS;
Alloc field of TE-LSA-Id in below command output
Brocade#show mpls memory
MemType  Alloc BytesAlloc TotalAlloc TotalFree AllocPeak AllocFail FreeFail
TE-LSA-Id 10145010 578265570 10426232 281222 10145010 0 0
Large number of TESA-Id allocations implies that many of its allocations were not freed whet
were supposed to be freed.
Memory Allocation failureén MPLS will lead to unspecified behaviors like CSPF fail, LSP not
coming up, Fast reroute not happening,
Condition: Above mentioned Symptoms will be seen on router only with below conditions
1. MPLS Traffic Engineering configured using OSPF TE.
Brocade(configmpls-policy)#trafficengineering ospf area [ar&d]
2. A network with high frequency of OSPF link flaps, OSPF LSA purges.
Recovery: Restart/switchover of the Management Module is the only recovery mechanism. Thissuilain
temporary disruption of traffic.
However, if the operator observes a low memory situation then the operator can check for the
condition mentioned in customer symptoms. If it is confirmed that it is-aS94=1d high memory
utilization and menory allocation fails are not seen yet then,
At maintenance window,
1. Note down the current configuration of traffic engineering under mpls policy
2. unconfigure MPLS policy mode OSPF traffic engineering completely as per below
command.
BROCADHconfigmpls-policy)#no trafficengineering ospf
Make sure that the TE data base is cleared
3. Configure OSPF Traffic engineering again using step 1 noted configuration.
Above steps shall release all non freed memory heldBbyIA-Id entry in MPLS.
Defect ID: DEFECT000605297
Technical Severity: Low Probability: Low
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: SNMP - Simple Network Management
Protocol
Symptom: Parse error due to missing double quotes in two lines in MIB file.
1) --#TYPE "Brocade Trap: Lockup and recovery threshold exceeded
2) -- Destination %s SPI %s Message Type %u.
Condition: MIB Compile errors seen due to parsing issues in cegliMP Managers.
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Defect ID: DEFECT000606368

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layg
Reported In Release: NI 05.9.00 Technology: IP Addressing

Symptom: Portsconfigured under GTP profile is lost from running configuration upon reload.

Condition: When a LAG port is added to the GTP profile and if the corresponding LAG has individual po
(non-consecutive) only or has a combination of individgrdn-consecutive) as well as range of pq
configured.

Following is the example configuration with nonnsecutive ports that gets lost on reload,
gtp brc_gtp_profile_strip_lag 1

ports eth 14/1 eth 14/3 eth 32/4

ingressinnerfilter

Following is the eample configuration with nenonsecutive ports as well as range of ports, that
lost on reload,

gtp brc_gtp_profile_strip_lag 1

ports eth 14/1 to 14/5 eth 32/4

ingressinner-filter

Defect ID: DEFECT000606395

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.9.00 Technology: MPLS Traffic Engineering

Symptom: Management module will unexpectedly reset

Condition: This will happen only when "mpls adjusandwidth Isp <name' is entered with a nhame other tha
one of the configured nelbypass RSVP LSPs on that system.

Workaround: It can be avoided by ensuring that the entered name is correct and of an already configure
bypass RSVP LSP on the system.

Defect ID: DEFECT000608572

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.9.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: When SNMP polling of 100GxZFP2optics OR CFP2 to QSFP28 adapter, the Management m
may unexpectedly reload and switchover to the standby Management module if available.

Conditon: SNMP pol ling on tabl es: fisnl fOptical Moni t
with 100Gx2CFP2 optics OR CFP2 to QSFP28 adapter.
Workaround: Di sabl e SNMP polling for the tables: fi s

Aisnl fOpticallLaneMonitoringTabl e".

Defect ID: DEFECT000610730

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 06.0.00 Technology: Configuration Fundamentals

Symptom: Port flaps will be observed-8&times when 100G CFP2 SR&OQSFP28 port is enabled.

Condition: Always
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Defect ID: DEFECT000610820

Technical Severity: Critical Probability: High
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 06.0.00 Technology: Hardware Monitoring

Symptom: Link flaps 3 or 4 times before the link stays UP whkigsable and enable interface having CFP2 S
or QSFP28 transceiver modules.
Condition: This issue is specific to QSFP28 and CFP2 SR10.
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Closed with code changB9©6.0.00

This section lists software defects with Critical, High, and Medium Technical Severity closed with
a code change a 4/25/2016in NI 6.0.00. This list was updated 5/26/16.

Defect ID: DEFECT000534315

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: Configuration Fundamentals

Symptom: MLX8x10 line cards may fail initialization in a chassis with scaled configurations with the follo
reason codeeen in "show module" output.

CARD_STATE_DOWN(22)

Card State Down Reason Code:
22 CARD DOWN_REASON TM LBG TEST FAIL

Condition: Certain scaled scenarios and multiple line cards powering up at the same time may cause thd

Recovery: Powercycle the line card.

Defect ID: DEFECT000544399

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.8.00 Technology: OpenStack Integration

Symptom: Error message "free_config_buffer: bad buffer address: 28310000
20335b90 20335fb0 209f1c2c 20ae38fc 20ae3c34 209e98e8 00005e18 00000000" may be S
successful config file transfer with tftp via ssh.

Condition: Executing transfer atonfig file via tftp over SSH. .

Defect ID: DEFECT000551250

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: IP Addressing

Symptom: CER configured as DHCP relay agent does not forward the DHCP offer.

Condition: 1) From CER the reachability to another DHCP server/relay agent should be set up via static
under VRF with VE interface.
2) Unconfigure and reconfigure the \iierface.

Recovery: Unconfigure and reconfigure the static route that points to the DHCP server/ relay agent.

Defect ID: DEFECT000552823

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: OAM - Operations, Admin &
Maintenance

Symptom: Remotefault will not work for the ports of 20x10GE and 4x10®EESEC line card modules.

Condition: Applicable for ports of 20x10GE and 4x10&GESEC line caranodules.
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Defect ID: DEFECT000555532

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: IPSec tunnel flaps may ldbserved and related SysLogs are generated.

Condition: May happen in a scaled scenario with both IPSec and sFlow configuration on an IPSec interf

Defect ID: DEFECT000557149

Technical Severity: Medium Probability: High
Product: Brocade NetlrorDS Technology Group: SDN
Reported In Release: NI 05.9.00 Technology: OpenFlow

Symptom: Warning message
"ITC_MSG TYPE HAL RESPONSE (00130094) received for app 0000003f' may be seen.

Condition: When using an OpenFlow 1.3 controller to administ@penFlow port up/down state.

Defect ID: DEFECTO000558739

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.9.00 Technology: GRE- Generic RoutingEncapsulation

Symptom: IPv4 MTU gets cleared despite throwing an error message while executing the command "no
<value>"

Condition: 1. Support for Jumbo frames should be enabled
2. Configure IPv4 MTU to be greater than 1500 bytes
3. Configure GRE unnel MTU to be greater than default Maximum value (1476)

Workaround: The GRE Tunnel MTU can be-monfigured after removing the IPv4 MTU (OR)
Remove the GRE Tunnel MTU configuration before modifying IPv4 MTU

Defect ID: DEFECT000558932

Technical Severity: Low Probability: Low

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.8.00 Technology: OpenStack Integration

Symptom: Continuous reload of line card module

Condition: Sourcepath having invalid FPGA image

Recovery: Place the correct image in the source path and retry the line card module auto upgrade proce

Defect ID: DEFECT000559099

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.7.00 Technology: BGP4+- IPv6 Border Gateway Protocd

Symptom: 6PE and 6VPE may not work for a certain range of BGP nexthop addresses. If any of the hig
octets of thanexthop address is 255, then these nexthops will not be reachable.

Condition: In 6PE and 6VPE deployment if the BGP nexthop address used is of range where any of the
two octets is 255 in the IPv4 address part of the IPv4 mapped IPv6 addrassxthép address an
the BGP routes with that nexthop address will not be reachable.

For example, if the BGP nexthop for 6PE or 6VPE is :FFFF:X.X.Y.Y (IPv4 mapped IPv6 addr
and if X is set to 255, then those nexthop addresses might not be reachHzBIR. i

Workaround: Use address in a different range as BGP nexthop address.

Recovery: Issue clear ip bgp neighbor <x.x.x.x> or clear ip bgp vpnv6 neighbor <x.x.x.x>, where <x.x.X.X
represents 6PE or 6VPE neighbor.
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Defect ID: DEFECT000559396

Technical Severity: Low Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: 1) Same destination learnt fromultiple ASBRs is shown as OSPF ECMP route in routing table
2) Same destination learnt from multiple ASBRs (at least one of them in a NSSA area), onlyt
NSSA route is shown in the routing table.

Condition: Routes learnt by ABRs in the followirgases:
1) Same destination advertised by ASBRs present in multiple areas with at least one of them
backbone area.
2) Same destination advertised by ASBRs present in multiple areas with at least one of them
configured as NSSA.

Defect ID: DEFECT000559995

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.8.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: Unexpected reload dflanagement module in BGP task

Condition: When BGP receives route updates with duplicate community from peer and either of the follo
conditions occur:
1) Route map processing is done for the received duplicate community
2) The following command iexecuted
show ip bgp routes detail x.x.x.x

Defect ID: DEFECT000560809

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: Unexpected reload of Management Module.

Condition: 1. "statiecnetwork" should be configured under BGP
2. BGP peer announcing the route, which is same as the configured static network.

Workaround: Have aroutemap configured that will deny routes from peers that are matching with the stg
network configured.

Defect ID: DEFECT000560832

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.8.00 Technology: QoS- Quality of Service

Symptom: Throughput issues and packet loss when chassis is reloaded multiple times.

Condition: Packets getting dropped in traffic manager. It happens for all line card types.
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Defect ID: DEFECT000561519

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 05.9.00 Technology: OpenFlow

Symptom: Disable/Enable of OpenFlow port from controller fails ¢ertain conditions when the controller is
connected through the management port.

Condition: When the controller is connected via the management port and
- is trying to enable/disable OpenFlow port 1/1
- is trying to enable/disable OpenFlow hybrid pamt this port is part of a VE.

Workaround: For VE port, assign the global VE MAC to the MAC address of a physical port other than p
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Defect ID: DEFECT000561715

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: ACLs - Access Control Lists

Symptom: Accounting of Layer 2 Policy based routing will not work after hitless upgrade.

Condition: It happens when hitless upgrade is done.

Recovery: Need to reset the line card module to recover from this issue.

Defect ID: DEFECT000561919

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.7.00 Technology: Configuration Fundamentals
Symptom: Traffic loss was seen and all the traffic was showing as dropped on NP on a 4x10G module.
Port 6/1 RX
NP Rx Raw Good Packet =(84418766)
NP Rx Forward Packet =(0)

NP Rx Discard Packet (84418766)

Condition: The issue appeared after line card went into rolling reboot.

Defect ID: DEFECT000562196

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: ARP - Address Resolution Protocol

Symptom: On CER/CES, packets forwarded by HW using a static route to a /32 destination may be lost

Condition: This issue is applicable only for CER/CES platforms
(1) Static routeconfigured to reach a /32 destination with nexthop set to one of the VE interfac
(2) Traffic to the destination should have been forwarded for some time, stopped and then reg
after a gap of at least one minute

Recovery: "clear ip route x.x.x.x/X" fothe affected route

Defect ID: DEFECT000562309

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.2.00 Technology: BGP4- IPv4 Border Gatewafrotocol

Symptom: BGP (peer) flap on CER devices.

Condition: When system up time is more than 1242 days

Defect ID: DEFECT000562467

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.8.00 Technology: IPv4 Multicast Routing

Symptom: Downstream devices connected on CEP port may not receive multicast traffic from an MCT p
when the uplink connecting to the Multicast Source goes down.

Condition: - MCT peers ar€ER/CES devices, and
- uplink connecting to the Multicast Source and the MCT ICL on which the joins are received
the same VLAN/VE

Workaround: Use separate VLANS for ICL and uplink CCEP port

Recovery: "clear ip pim mcache" on the MCT peer whistcurrently receiving traffic from CCEP uplink port,
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Defect ID: DEFECT000562937

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.6.00 Technology: IPv4 Multicast Routing

Symptom: "TM EGQ Discards" counters are being incremented in the egress Traffic Manager.

Condition: Reception of multicast traffic from a directly connected source for which no listeners are prest

Defect ID: DEFECT000562974

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: 802.1x Porbased Authentication

Symptom: If a MAC gets blocked on a PMS enabled port, packets cofrongthe same MAC on a nedPMS
enabled port will not result in source MAC being learned.

Condition: - Topology that has possibility of loop formation
- Mixture of PMS and non PMS enabled ports

Defect ID: DEFECTO000563075

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.6.00 Technology: OpenStack Integration

Symptom: MBridge copy failure with error message "Failed to write to destindilishmay be seen.

Condition: This happens when the MBridge FPGA image is copied more than once without a reload bety
copy operations, if there is not enough space in flash to accommodate multiple MBridge files.

Workaround: Leave enough spade flash before copying the image/FPGA

Recovery: Delete the ' __mbridge.old' file as shown below and then copy the MBridge file
Router#del _ mbridge.old

Defect ID: DEFECT000563167

Technical Severity: Low Probability: Medium
Product: BrocadeNetlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.6.00 Technology: IP Addressing

Symptom: The command "show vlan ethernet <slot/port>" does not show the secondary port of a LAG
configured under a VLL VLAN.

Condition: LAG port should be configured to be a part of a VLL VLAN.

Defect ID: DEFECT000563199

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: LAG - Link Aggregation Group

Symptom: Port on a 8x10G Line card module may sometime not recover after it goes down with a local

Condition: When Lockup condition on PHY occurs for a port on an 8x10G Line card module.

Recovery: Only power cycle of the affected Line card module can recover the condition
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Defect ID: DEFECT000563429

Technical Severity: Medium Probability: Low

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release:NI 05.6.00 Technology: VRRPV2- Virtual Router Redundancy
Protocol Version 2

Symptom: Reachability issues if client interface is shutdown on both MCT peers and then enabled back
of the MCT peers.

Condition: This issue will happen only when thkent-interface shutdown is done on both MCT peers and
enabled back on one of them.

Workaround: Avoid shutting down clients on both MCT peers.

Recovery: Enable client interfaces on both MCT peers and then the peers would be reachable.

Defect ID: DEFECT000563461

Technical Severity: High Probability: Low

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.9.00 Technology: VRRPV3- Virtual Router Redundancy
Protocol Version 3

Symptom: Errormessages "ITC_ERR_DEST_QUEUE_FULL" may be seen on the management modulg
console, and some Line card modules reload automatically and do not come up again.

Condition: This may happen if the system has a highly scaled configuration with a lot of VIP@u$s, VRRPe
instances, ARP entries, and VPLS MAC address in the MCT environment.

Recovery: Reload the Line card modules one at a time.

Defect ID: DEFECT000563527

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.4.00 Technology: MCT - Multi-Chassis Trunking

Symptom: With disable/enable of CCEP in MCT, BUM Traffic may get dropped intermittently (or loop) fo|
LACP transition duration.

Condition: MCT client flap.

Workaround: Issue recovers automatically in a few seconds, and this issue may be seen only during tra
time.

Defect ID: DEFECT000563742

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.8.00 Technology: SSH- Secure Shell

Symptom: "Bad client version string" error is reported when backing up MLX configuration via SCP throJ
BNA.

Condition: This error is seen only when SSHient uses a version string that has more than 65 Characters

Defect ID: DEFECT000563854

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.4.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: Some OSPF routes missing from the IP routing table
Condition: 1) CES/CER router running OSPF
2) The router 'uptime' has to be more than 1242 days
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Defect ID: DEFECT000563862

Technical Severity: Medium Probability: Low

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release: NI 05.7.00 Technology: MPLS VPLS- Virtual Private LAN
Services

Symptom: Same VLAN is reported as Source and Destination in sFlow records"whéocal" or "vplslocal”
is configured.

Condition: This behavior is seen in BRILX -10Gx24DM module.

Defect ID: DEFECT000564056

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.9.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP GET query returns for unsupported ob]

Conditon: When &ésnmpgetdé is performed oni nitsamppeod tien

returning Adeprecatedo.

Workaround: These objects are not supported.

Defect ID: DEFECT000564065

Technical Severity: Low Probability: Medium
Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration
Reported In Release: NI 05.7.00 Technology: OpenStack Integration
Symptom: The port name on a LAG port may not be di
The port name is displayed when executing

Condition: Port should be a member of a LAG port.

Defect ID: DEFECT000564079

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: ACLs - Access Control Lists

Symptom: Show resources indicates HW mac table usage is relentlessly increasing. MAC table size inc
about 1 to 2% a day.

Condition: The issue happens with VPLS over MCT on CER platform, when there are VPLS instance flal
network, causingMAC CAM leaks.

Defect ID: DEFECT000564081

Technical Severity: Low Probability: High

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.7.00 Technology: OpenStack Integration

Symptom: When executing command &édshow tech6, in th

"statatistics"” instead of statistics:
BEGIN: ipc show statatistics[second time]

Conditon: Appears when executing 6show techd comman
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Defect ID: DEFECT000564264

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: Static Routing (IPv4)

Symptom: After upgrade from 5600f to 5800mage, config of all vrfs with maroute configured to any valud
above -taxypsrf-route” gets deleted.

Condition: Upgrading to 5800b.

Defect ID: DEFECT000564299

Technical Severity: Low Probability: Low
Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release:NI 05.7.00 Technology: OpenStack Integration

Symptom: Complete traffic drop in egress TM on 20x10 module can be observed. This problem was seqg
R5.7

Condition: Completetraffic drop in egress TM on 20x10 module can be observed in case of flow control f
egress XPP

Defect ID: DEFECT000564387

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release:NI 05.6.00 Technology: MPLS VLL - Virtual Leased Line

Symptom: In CER/CES devices, CVLAN tag disappears over a VLL that is operating innfaie for IPv4

packets.

Condition: This behavior is observed when VLL raw mode with untagged endpoints and CY4gAN
type(ex:0x8100) is different from port tag type (ex: 0x9100)

Workaround: Use VPLS or VLL tagged mode with tagged endpoints.

Defect ID: DEFECT000564534

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.9.00 Technology: IPv4 Multicast Routing

Symptom: Extra multicast traffic may be forwarded on the port that is not the part of outgoing interface.

Condition: Hitless reload of the device without enablimgnstop routing.

Workaround: Perform switchover command when nonstop routing is not enabled.

Recovery: Execute "clear ip pim mc" to clear the entries.

Defect ID: DEFECT000564675

Technical Severity: High Probability: High

Product: Brocade NetlrorDS Technology Group: Layer 3 Routing/Network Laye

Reported In Release:NI 05.9.00 Technology: IP Addressing

Symptom: 6show tech | 4 pbrdé output may not displ ay

Condition: UDA PBR route map must be configured. Tes not have any functional impact on the UDA H
feature.

Workaround: Use command fAshow pbr inter ethernet <po
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Defect ID: DEFECT000565193

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer3 Routing/Network Layet
Reported In Release: NI 05.6.00 Technology: ARP - Address Resolution Protocol

Symptom: Traffic loss and Line card Module reset with Traffic Manager errors.

Condition: Following logs will be observed in sys log.
Jun 1206:43:43:N:System: Module down in slot 4, reason
CARD_DOWN_REASON_POWERED_OFF_SYS_MONITOR. Error Code 0
Jun 12 06:43:43:D:System: TM errors detected in slot 4 ppcr 0 Reg Offset 00002980 Value 0

Defect ID: DEFECT000565259

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.9.00 Technology: BFD - BiDirectional Forwarding
Detection

Symptom: BFD session at both ends may remain in DOWN stelten an LSP is configured with a detour p
and low BFD timer values less than the default values, and when the LSP egress interface is

Condition: This may occur due to certain timing scenarios where the BFD packets order causesittygdsSH
to not process the packets correctly.

Defect ID: DEFECT000565346

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.9.00 Technology: IPsec- IP Security

Symptom: Clear IPSec SA of an IPSec tunnel may bring down the IKE SA also in a scaled set up.

Condition: Execute ‘clear ipsec sa' command

Recovery: Systems recovers on its own.

Defect ID: DEFECT000565392

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.9.00 Technology: Configuration Fundamentals

Symptom: CPU usage on a Line card module may go high after a Hitless software upgrade.

Condition: Hitless upgrade.

Recovery: System recovers after some time.

Defect ID: DEFECT000565398

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release:NI 05.9.00 Technology: OpenFlow

Symptom: "show openflowflow" output may display as generic flow hardware entry consumed even after|
flows are deleted thus unable to create more flows.

Condition: After adding MPLS label match generic flow, when any of the ports is enabled for OpenFlow
hardware entrieare consumed incorrectly as per "show openflow flows" counter.

Workaround: Avoid enabling OpenFlow on ports after installing MPLS label match flows.
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Defect ID: DEFECT000565403

Technical Severity: High

Probability: High

Product: Brocade NetlrorDS

Technology Group: MPLS

Reported In Release: NI 05.9.00

Technology: MPLS VPLS- Virtual Private LAN
Services

Symptom: Management module may unexpectedly reload when "no router mpls" command is executed.

Condition: Router has MPLS configuratioisthe node with standby MP up.
There must be at least one LSP in the process to be synced to the standby MP.

Defect ID: DEFECT000565713

Technical Severity: High

Probability: Low

Product: Brocade Netlron OS

Technology Group: Security

Reported In Release: NI 05.9.00

Technology: IPsec- IP Security

Symptom: Some of the IPSec Tunnels using manual certification authentication may take longer than ex

to come up.

Condition: Hitless upgrade

Workaround: 1. Use other authentication method.
2. Clear/reset the affected tunnels.

Recovery: Reset/clear the affected tunnel

Defect ID: DEFECT000565828

Technical Severity: Medium

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Monitoring

Reported In Release: NI 05.7.00

Technology: Telemetry

Symptom: Unable to mirror PBR nextop invalid packets

Condition: 1) Mirroring enabled on the port

2) PBR next hop rule should be invalid for the affected stream

Defect ID: DEFECT000565966

Technical Severity: High

Probability: Medium

Product: Brocade Netlron OS

Technology Group: Security

Reported In Release: NI 05.9.00

Technology: IPsec- IP Security

Symptom: IPSec Line card module reload may be seen.

Condition: If same tunnel source and destinatamdresses are configured for multiple IPSec tunnels.

Workaround: Avoid using the same source and destination addresses for multiple tunnels. This configur]

not supported.
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Defect ID: DEFECT000566294

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.9.00 Technology: OpenStack Integration

Symptom: When tmvoq collection feature is disabled, 'showg-stat' command should not show voq
statistics. But, only for option 'show tmog-stat sreport' the statistics is shown even though the
feature is disabled. This has been fixed.

After fix, when tmvoq stats collection feature is disabled, it will throw error for all 'showdep
stats' commands.

Condition: This bug was introduced in coding for all sub options of 'showdtpstat' command (quetdrops,
dstport, maxqueuedepth, dstag), error message will be thrown when the feature is disabled.
for 'sreport’ sub option alone, this validation was naded.

This has been fixed.

Defect ID: DEFECT000566312

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: GRE- Generic RoutingEncapsulation

Symptom: Line card Module having GRE tunnel end point may unexpectedly reset.

Condition: 1. GRE tunnel should be configured.
2.GRE recursive routing should happen
3. Incoming traffic MTU should be more than MTU size of GRE tunnelremte result in
fragmentation.

Workaround: Add a static route towards the GRE tunnel end point to prevent the recursive routing.

Defect ID: DEFECT000566498

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.9.00 Technology: Configuration Fundamentals

Symptom: IPSec log observed is success irrespective of EC key pair generation failed/passed.

Condition: EC key generation should fail.

Defect ID: DEFECT000566879

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.7.00 Technology: ACLs - Access Control Lists

Symptom: Intermittent high latency is observed for traffic suchPasy/TFTP/SSH

Condition: This is seen when aelccounting is enabled for more than 10,000 ACL rules.

Defect ID: DEFECT000566985

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.4.00 Technology: Software Installation & Upgrade

Symptom: After an upgrade or downgrade, some Switch Fabric Modules (SFMs) fail to boot up and go t
powered off state on an ML-82 with MR1 cards.

Condition: During code upgrade alowngrade with SBRIDGE image copied through "manifest copy" com
Sometimes, SBRIDGE image is not copied properly to some of the Switch Fabric Modules (S
even though the manifest copy command is successful.
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Defect ID: DEFECTO000567391

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.9.00 Technology: IP Addressing

Symptom: Salt value associated with the IPSec encryption key malspéayed as zero.

Condition: May be seen when AEGCM-128 algorithm is used for encryption/decryption of packets over |
tunnel.

Defect ID: DEFECTO000567447

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 05.8.00 Technology: OpenFlow

Symptom: Traffic loss for High priority Open Flow rule may be seen while applying Low priority Open flo
rule with the same matching criteria.

Condition: When installing dower priority flow with higher priority flows present, when no gaps are availa
in the HW CAM.

Defect ID: DEFECTO000567625

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 06.0.00 Technology: Configuration Fundamentals

Symptom: Link remains UP and traffic passes through even though Auto Negotiation settings on 20x10(
card Module port does not match with the remote end.

Condition: 1) Auto Negotiation should benabled on 20x10G Line card Module port as well as its remote 4
2) Port should be UP on both ends
3) Disable Auto Negotiation on 20x10G Line card Module port

Defect ID: DEFECT000568041

Technical Severity: High Probability: Low
Product: BrocadeNetlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: SNMP - Simple Network Management
Protocol
Symptom: Warning message similar to the one mentioned below is reported in optical monitoring when
SNMP walk:-

OPTICAL MONITORING: port 5/3 (4x40), failed to read latched flags when snmp polling occd

Condition: When doing continuous SNMP polling on the following optic related OID's.
snifOpticalMonitoringInfoTable (brcdlp.1.1.3.3.6)
snifOpticalLaneMonitoringTable (brcdlp.1.1.3.3.10)

Workaround: Increase the SNMP polling intervals.

Defect ID: DEFECT000568140

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: Licensing

Symptom: Unexpected reload of Management module when copying license file.

Condition: Copying of license file with file size 0 (empty file) through Tftp://ftp./
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Defect ID: DEFECT000568638

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: Hardware Monitoring

Symptom: Link goes down without any fault notification on 2x10@FP2, 20x10G andx10GIPSEC line
cards

Condition: For a 2x100G&CFP2/20x10G/4x10&PSEC line card port, local fault is not detected but remote
connected to these ports detects remote fault

Defect ID: DEFECT000569107

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.9.00 Technology: VLAN - Virtual LAN

Symptom: By default, VLAN state of port is untagged in VLAN1. When OpenFlow hybrid feature is enab
port, it isallowed to remove the untagged component of the port from VLAN1. When OpenFlo
disabled the ports did not revert to untagged state and would not allow user to configure it as
untagged port on any VLAN.

Condition: OpenFlow configuration.
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DefectlD: DEFECT000569387

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: ACLs - Access Control Lists

Symptom: Unexpected traffic loss when a Layer 2 AClbizund to an interface with the intention of filtering
based on ethertype value and pricritgpping.

Condition: Layer 2 ACL with rule to match based on ethertype value configured as hexadecimal number
priority-mapping value.

Defect ID: DEFECT000569396

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: ACLs - Access Control Lists

Symptom: User isn't allowed to add a L2 ACL rule whicbntains ethertype hexadecimal value 00008902 \
priority or priority-force options.

Condition: When user tries to configure a L2ACL rule with ethertype hexadecimal value 00008902 with
or priority-force option, an error message is displaged the rule doesn't get added to the L2 AQ
table.

Defect ID: DEFECT000569416

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.9.00 Technology: ACLs - Access ControLists

Symptom: System will not be able to add rule with protocol number as 58 if rule with protocol as ICMP i
already configured in ipv6 filter and when duplicateeck is enabled.

Condition: Configure ipv6 filter with protocol as ICMP and enablelicatecheck. Then try to configure new
rule with protocol number as 58.

Defect ID: DEFECT000569740

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 05.6.00 Technology: Configuration Fundamentals

Symptom: TIME-STAMP shows negative value in show testipport output.

Condition: The system up time is 248 days or above.

Defect ID: DEFECT000569791

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: Crypto key generation config will be lost after reload of the router.

Condition: If duplicate crypto key label names aléowed.

Defect ID: DEFECT000570174

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: IPsec tunnel comes up when the Egorithm is AESGCM-256 and IKEv2 algorithm is AEEBC-
128.

Condition: Configure IKEv2 algorithm as AEEBC-128 and ESP algorithm as AEBCM-256. IPsec tunnel
should not be allowed to come up.
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Defect ID: DEFECT000570194

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.6.00 Technology: sFlow

Symptom: In CES/CER boxes, sFlow packet sampling may stop working

Condition: When IP receive ACL is configured sFlgacket sampling may stop working.

Defect ID: DEFECTO000570596

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.7.00 Technology: VLAN - Virtual LAN

Symptom: CER/CES devices may not properly flood broadcast/unknown unicast/multicast frames

Condition: Conflict between global and interface roately/no routeonly configuration on a dual mode / tagg
interface.

Workaround: For VLAN tagged ports ensureuteonly/no routeonly configuration on interface level is the
same as global level configuration.

Recovery: Change the interface level roetaly/no routeonly configuration for VLAN tagged ports to match
global level configuration.

Defect ID: DEFECT000570706

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.9.00 Technology: OSPFv3- IPv6 Open Shortest Path Fir

Symptom: Router showsncorrect OSPFv3 Area Border Router status and can unexpectedly reload after
virtual link is removed from OSPFv3

Condition: When the last virtual link is removed from OSPFv3 and if no backbone area exists.

Workaround: Configure a backbonarea.

Defect ID: DEFECTO000570755

Technical Severity: Critical Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 06.0.00 Technology: Software Installation & Upgrade

Symptom: TFTP copy of NI 6.0Management Module image fails with below error message:
"Download to primary flash failed TFTP: downgrade below v5.2 not allowed"

Condition: (1) TFTP copy of Management Module image for upgrade from NI 5.3 and above to NI 6.0
(2) Presence of MRRIodule

Workaround: (1) Enter OS/monitor mode on MP by pressing Ctrl+y, m
(2) Copy the individual application image of NI 6.0 in monitor mode
e. g., Acopy tftp flash <ip_address> xmr(
(3) Reload the router
(4) Then upgrade the othinages, or run manifest upgrade.

Defect ID: DEFECT000570849

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: ACLs - Access Control Lists

Symptom: IPv6 Syslog message always displays the primary port even though the denied packet has ar
the secondary port.

Condition: This behavior is seen when "enablienylogging" is enabled on the LAG or VE associated with t
LAG and "deny" filter with"log" option is enabled in the ACL. In the presence of such a
configuration, packets that get denied should arrive on the secondary port of LAG.
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Defect ID: DEFECTO000570890

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 06.0.00 Technology: 802.1x Porbased Authentication

Symptom: Management module may unexpectedly reload when processing access accept message fro
RADIUS server.

Condition: Reception of accesxcept message from RADIUS server.

Defect ID: DEFECT000571002

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.8.00 Technology: Rate Limiting and Shaping

Symptom: Line card module may unexpectedly reload when "cleatliraiecounters bum" is executed on thd
Line card module.

Condition: Issuing command "clear ratienit counters bum" on the Line card module.

Workaround: Specifically mentioning pomtumber and corresponding VLAN ID.
"clear ratelimit counters burrdrop portid x/y vlanid z".

Defect ID: DEFECT000571038

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.8.00 Technology: Hardware Monitoring

Symptom: Changes in the auteegotiation options done when the port is in 10G mode is not getting applig
when the port speed is changed to 1G later on.

Condition: This happens in the following scenario:
- Applicable for 20x10GE and 4x10GIPSEC line cards.
- Portis in 10G speed and atriegotiation configurations are not relevant.
- Change the autoegotiation options.
- Change the port speed to 1G by changing the transceiver.

Workaround: Change the aa-negotiation options only when port speed is 1G.

Defect ID: DEFECT000571042

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.8.00 Technology: RFEN - RemoteFault Notification

Symptom: For 20x10G ports, linkault-signaling is not working after reload.

Condition: 1) link-fault-signaling configured on 20x10G ports.
2) Reload OR Power OFF, Power ON of the 20x10G Line card Module.

Recovery: Removing ande-configuring link-fault-signaling on 20x10G ports.
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Defect ID: DEFECTO000571357

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Traffic Management
Reported In Release: NI 05.6.00 Technology: RateLimiting and Shaping

Symptom: After ratelimit is applied on an interface, if CIR value is changed to a value higher than the lin
for that interface, the configuration change will be accepted and the CIR value will be adjuste
internally to themaximum line rate. But this causes 2 issues.

1. "no ratelimit" command will be rejected with the error messatError: Maximum burst is more
than maximum port rate".
2. After reload, the configuration application will fail.

Condition: Apply ratelimit on an interface and then modify the CIR value higher than the line rate for thaf
interface

Workaround: Ensure that the CIR value being configured in the “liaté¢" command is lower than the line ra
for that interface

Recovery: To recovenafter reload, rapply the ratdimit configuration on the interface.

Defect ID: DEFECTO000571407

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.8.00 Technology: IPv4 Multicast Routing

Symptom: On CERRT, traffic may not be forwarded to 10G ports/OIFs for a multicast group.

Condition: Seen only on CERRT, when the OIFs included ports from both PPCRs of 10G ports.

Workaround: Issue will not be seen if alFs for a given group are on the same PPCR.

Defect ID: DEFECT000571646

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.6.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: Invalid routes may be seen in route table when inter VRF route leaking is configured.

Condition: When inter vrf route leak is configured and route table changes in quick succession then rout
should bedeleted may be left udeleted in VRF route table.

Recovery: Issue 'clear ip route vrf viiame prefix' to remove invalid routes.

Defect ID: DEFECT000571735

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.7.00 Technology: ACLs - Access Control Lists

Symptom: Command "show accedist accounting ethernet <> in ralienit" does not show counters
incrementing

Condition: When MAC ACLs are configured and rate limitibgsed on MAC ACLs is applied on the interfad

Defect ID: DEFECT000571931

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: The Management module may unexpectedly reload in OSPF task during boot.

Condition: (1) Device should be configured as NSSA ASBR/ABR.
(2) Should have at least 3 NSSA areas configured.
(3) Should redistribute aexternal destination into various NSSA areas.

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0
121



Defect ID: DEFECT000571998

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.9.00 Technology: IPv6 Addressing

Symptom: High CPU utilization resulting in packet loss.

Condition: Configuration of "ipv6 nd locaproxy" on an MCT peer.

Defect ID: DEFECT000572323

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.4.00 Technology: Hardware Monitoring

Symptom: The remote end of a link shows as UP even though the local port is disabled.

Condition: An incompatible transceiver is inserted in a port of kimg card module.

Defect ID: DEFECT000572378

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: Configuration Fundamentals

Symptom: In CES/CERmemory usage may reach up to 99% after configuring the sysgenvalues.

Condition: When large systermax values are configured in CES/CER.

Defect ID: DEFECT000572411

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release:NI 05.7.00 Technology: VRRPV2- Virtual Router Redundancy
Protocol Version 2

Symptom: Running configuration output may incorrectly display the command "privilegerater levels
enable" as "privilege level 5 enable".

Condition: Configure the command, "privilege vrrputer level x".

Defect ID: DEFECT000572552

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.5.00 Technology: BGP/MPLS VPN

Symptom: Traffic destined to one of the VRF's is dropped in L3VPN.

Condition: L3VPN needs to be configured on CER/CES which act as a PE.
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Defect ID: DEFECTO000572675

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: MAC Portbased Authentication

Symptom: On an interface that has PMS enabled and "violation restrict" configured, Violation 8ystsgge
stops printing after 5 violations for the same MAC.

Condition: PMS should be enabled on an interface and "violation restrict" configured. Interface should rg
traffic from more MAC addresses than specified in the "maximum <valc@figuration.

Example Configuration is as below:
interface ethernet 3/1
enable
port security
enable
violation restrict
maximum 1

In the above sample configuration, a log will be generated when traffic from at least two MAC
addresses is received

Defect ID: DEFECT000572720

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.4.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: On Provider Edge device, BGP VRF routes learnt over IBGP neighbor are not advertised to B
VPN addresgamily neighbors.

Condition: When the CE BGP VRF neighbor is configured as IBGP session.

Workaround: Change BGP VRF neighbors from IBGP sessioBB&P session.

Defect ID: DEFECTO000572729

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.8.00 Technology: ACLs - Access Control Lists

Symptom: CLI allowsapplication of an ACL to a physical interface, even when the number of rules contg
the ACL is larger than the L4 CAM space.
The operation is not rejected and there is no warning logged in the Syslog.

Condition: Number of rules in ACL clause iarger than the available L4 CAM space.
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Defect ID: DEFECT000572893

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: MAC Portbased Authentication

Symptom: Unicast packets get flooded when aging interval expires for a secured port.

Condition: This issue is applicable only on CES/CER platform and happens when an aging interval is co
(as shown below) for a secured port.

Aging configured globally for all secured pofts
device(config)# globaport-security
device(configglobalportsecurity)# age 10

Aging configured for a specific port
device(config)# interface ethernet 7/11
device(configif-e1007/11)# port security
device(configportsecuritye1007/11)# age 10

Defect ID: DEFECT000573138

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.8.00 Technology: VLAN - Virtual LAN

Symptom: Broadcast packets are not flooded out of Uplink ports on CER/CES.

Condition: Seen when CER/CES is rebooted with Uplawditch configuration enabled.

Recovery: Un-configure and Re&onfigure Uplink Switch configuration.

Defect ID: DEFECT000573303

Technical Severity: Critical Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.4.00 Technology: IP Addressing

Symptom: Line cards may reset unexpectedhydaplicate ARP entries may be seen in Line cards.

Condition: When LAG primary port is frequently changed.

Defect ID: DEFECTO000573507

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Networkayer
Reported In Release:NI 05.8.00 Technology: Multi-VRF

Symptom: Routes in a VRF lite instance not participating in L3VPN are still programmed in the L3VPN
hardware table consuming VPN hardware resource.

Condition: VRF lite configuration in th@resence of L3VPN.

Defect ID: DEFECT000573533

Technical Severity: Critical Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.8.00 Technology: Multi-VRF

Symptom: Line cardreset may be seen when adding a new port to a VRF when the system has more thg
VRF routes.

Condition: When more than 500K VRF routes are learned and the first port is added into a VRF on a Lin
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Defect ID: DEFECTO000573707

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: Sysmon

Symptom: In "show sysmon config" command output, SLOTS column is blank for some of the monitorin
features.

Condition: Issuing "show sysmon config" command.

Defect ID: DEFECTO000573788

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.2.00 Technology: Syslog

Symptom: On CES/CER platform, timestamps in syslog output may become incorrect after system uptin|
passes 1242 days.

The syslog time stamp in one instance jumped to March from August

Condition: When the system uptime reaches 1242 days.

Recovery: System can only be recovered by reloading the system

Defect ID: DEFECT000574183

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: L2 VPN MACs are out of sync between 2 MCT peers.
Error messages similar to the ones listed below scroll on the censole
Oct 16 01:20:37.205 Call Stack [Task I12vpn]: 0x202a9ffc 0x21529a5¢ 0x21529b0c 0x2147b8
0x2147bb5dx21486e00 0x21486ee0 0x21548888 0x21565348 0x215655f0
Oct 16 01:20:37.205 VPLS: ITC error while sending log, error code 8

Condition: Seen when an MCT peer reloaded on a setup with over 2000 VPLS instances,100,000 VPLS)
and corresponding scale.

Recovery: Force a resync by clearing the MACs of VPLS instances on the Active MCT peer, using the "c
mac vpls" command.

Defect ID: DEFECT000574490

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: CCEP port can go to forwarding state 1 second ahead of the configured delay.

Condition: Bring down CCEP port
Bring CCEP port back UP.
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Defect ID: DEFECT000574935

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.4.00 Technology: Configuration Fundamentals

Symptom: Copying of configuration from PCMCIA to runnirapnfiguration fails with "invalid input" messag
for ACLs.

Condition: Presence of ACL in the configuration stored in PCMCIA.

Defect ID: DEFECTO000575002

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release:NI 05.2.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: OSPF will see neighbors flap with md5 authentication failure.

Condition: OSPF interface(s) should have md5 authentication enabltthe local router's 'uptime’ has crosd

1242 days.
Defect ID: DEFECTO000575072
Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.7.00 Technology: HardwareMonitoring

Symptom: Remote and local fault message in syslog could be associated with a number as below.
Oct 20 19:44:47:1:SYSTEM: port 4/2 is down( remote fault 1)
Oct 20 19:36:18:1:SYSTEM: port 6/16 is down( remote fault 3)

Condition: When local oremote fault is logged in syslog.

Note: These numbers are used by the device for internal purposes and are not a cause for cd

Defect ID: DEFECTO000575097

Technical Severity: Critical Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: IPsec tunnel between strongswan IPsec server and MLXe will not come up using certificate b
signature.

Condition: If certificate based autimethod is used between MLX and another vendor, the IPSEC tunnel w
come up because AUTH Payload was sent in DER format.

Recovery: Use PSK as auth method between MLX and another vendor.

Defect ID: DEFECT000575273

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: CLI - Command Line Interface

Symptom: - "dir* command from the management card fails with the following error "error: Fillonod".
- "wr mem" command from the management card fails with the ef’rite startupconfig failed".

Condition: This issue may occur if "show teslupport” command is repeatedly executed through script.

Recovery: Reload of the router is the onlgcovery option
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Defect ID: DEFECTO000575349

Technical Severity: Medium Probability: Low

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.7.00 Technology: Software Installation & Upgrade

Symptom: Line cardmodule goes to interactive state and "show module” command output displays any d
reason code than "None" such as, AFPGA mi

Condition: 1) When any slot in the chassis has already reported a card interactive state with a reason cd
than "None"

2) When any Line card module is put in the same slot and booted to interactive mode manual
command "lp boot sys interactive <stwi>", the card will be moved to interactive with the old
interactive reason, as "FPGA mismatch/ mon

Note: This is a display issue only.

Defect ID: DEFECTO000575361

Technical Severity: Medium Probability: Medium
Product: Brocade NetlrorDS Technology Group: Traffic Management
Reported In Release: NI 05.8.00 Technology: QoS- Quality of Service

Symptom: LAG deployment will fail with following message: "QoS configuration mismatch between prim
and secondary ports!”

Condition: Oneof the LAG member ports belongs to a Line card Module which is configured, but not phy
inserted.

Workaround: Use command "qos multicast shaper fef&irt/guaranteed rate" to apply primary port shaper
values on the ports of the Line card Modiliat is not physically present.

"Note: Shaper values of the primary port can be obtained from "show qos multicast e x/y "

Defect ID: DEFECTO000575599

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2Switching
Reported In Release: NI 06.0.00 Technology: LAG - Link Aggregation Group

Symptom: LAG flaps after Active to Standby MP switchover

Condition: When Active to Standby MP switchover happens.

Defect ID: DEFECT000575718

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.9.00 Technology: Syslog

Symptom: Port will flap once and if Link Fault Signaling is enabled it will report an incorrect local fault
notification before it comes up. Messages similar to the following would be SYSLOGGED.

SYSLOG: <14>0ct 28 13:17:12 Router PORT: 3/1 enabled by operator from console sessior
SYSLOG: <14>0Oct 28 13:17:12 Router System: Interface ethernet 3/1, state up
SYSLOG: <14>0ct 28 13:17:13 Router SYSTEM: port 3/1 is down( local fault 1)
SYSLOG: <14>0Oct 28 13:17:13 Router System: Interface ethernet 3/1, state boahfault

SYSLOG: <14>0ct 28 13:17:13 Router System: Interface ethernet 3/1, state up

Condition: When an admin disabled port is enabled and the port has LR and ER range of QSFP28 and (
optics.
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Defect ID: DEFECTO000575726

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.9.00 Technology: Syslog

Symptom: Port will flap once and if Link Fault Signaling is enabled it will report an incorrect remote fault
notification before it comes up. Messages similar to the following would be SYSLOGGED.

SYSLOG: <14>0ct 28 18:39:42 Router System: Interface ethernet 3/2, state up
SYSLOG: <14>0ct 28 18:39:55 Router SYSTEM: port 3/2 is down( remote fault 1)
SYSLOG: <14>0Oct 28 18:39:55 Router System: Interface ethernet 3/2, state camate fault

SYSLOG: <14>0ct 28 18:39:55 Router System: Interface ethernet 3/2, state up

Condition: When a remote port that is admin disabled gets enabled and the port has LR and ER range o
and CFP2 optics.

Defect ID: DEFECTO000575856

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release:NI 05.8.00 Technology: OpenFlow

Symptom: Unexpected system reload during OpenFlow 1.0 féba¥s request message processing.

Condition: OpenFlow 1.Glow-stats request received with match condition that matches more than 10 floy

Defect ID: DEFECT000575924

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: Software Installation & Upgrade

Symptom: Simplified image upgrade summary reports Line card Module monitor image installed on all L
card Modules successfully even though monitor image did not download to a few Line card M

Condition: Simplified image upgrade when LP CPU utilization is 10% or more

Recovery: Perform the simplified image upgrade again after reducing the LP CPU utilization.

Defect ID: DEFECTO000575991

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: GRE - Generic Routing Encapsulation

Symptom: Traffic loss may be observed when GRE is used with PBR
Condition: Packets which are processed by remigp/policymap and have their nekbp set to GRE tunnel.
The incoming packet's ingress MTU should be greater than the egress tunnel MTU.
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Defect ID: DEFECT000576041

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: In CES/CER, MCT CCP state starts to flap indefinitely when "no eligrtface shutdown"
commandoption is enabled

Condition: MCT L2VPN configured with default L2VPN keegdive/holdtime

Recovery: On both ends of the MCT cluster, configure L2VPN kad#ipe/holdtime to a minimum value of
600/1800and then redeploy the cluster.
Example:
"I2vpn-peer <ip> timers keeplive 600 holetime 1800"

Defect ID: DEFECTO000576079

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: IKE session does not come up when using a certificate for authentication.

Condition: When using IKE AUTH method as ECDSA, sometimes the IKE session does not come up.

Workaround: Use Preshared key as IKE AUTH method to avoid this issue.

Recovery: Clear ike sa

Defect ID: DEFECT000576121

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.7.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP Object "ifAlias" does not display any LSP information

Condition: 1) MPLS is enabled
2) LSP configuration should be present

Defect ID: DEFECT000576189

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.6.00 Technology: OpenStack Integration

Symptom: After doing switch over, observed "fe_update_sync_err_handler:FE200: status = 7" and
"Warn:rw_program_multicast_table_entry: Sync to standby MP failed for FE entry 26 (001a)
Timeout)" messages seen on different runs.

Condition: During switchover on a fully loaded MLX82 chassis with all h\SFMs and standby MP present.

DefectID: DEFECT000576198

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: VLAN - Virtual LAN

Symptom: ITC error messages seen on the console (wittumctional impact)
Error:hal_send_itc_request: itc_send_request() failed (ret = 8) app id 00000013
Oct 30 00:56:03.169 SAT Error: itc_rw2_fe600_serdes_config_send_request() failed slot:25
itc_ret:8
Oct 30 00:56:03.169 The caller task: scp hatlf@& ERROR:80ct 30 00:56:03.169 SAT Error:

Condition: These messages are seen after LP hot upgrade during Hitless Upgrade of an MLX/MLXe.
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Defect ID: DEFECT000576238

Technical Severity: Medium Probability: Low
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: MAC Portbased Authentication

Symptom: Following two symptoms are seen in CER/CES.
1) With Port security configuration on a port, when there is MAC movement from Secure port
Non-secure port, packets are flooded.
2) When the same MAC address returns to the original Secure Port, packets get dropped.
Condition: 1) Port security isonfigured on a port on CER/CES.
2) MAC movement happens between a secure port and a non secure port.
Recovery: Delete and add port security configuration again
(OR)
Delete the port security MAC address from running configuration.

Defect ID: DEFECT000576302

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 2 Switching

Reported In Release: NI 05.6.00 Technology: MCT - Multi-Chassis Trunking
Symptom: MCT VPLS instances are down with thereaowa i t f or | ocal funct.i

VPLS configured ports are up. There is no functional impact.
Condition: Seen after executing "cliemterface shut" followed by "no clieftterface shut", "no deploy" and
"deploy" of the client.

Defect ID: DEFECT000576487

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: After doing MCT Cluster "naeploy”, the peer CCP is down with inappropriate reason "Invalid
Application packet received message came from peer.
Condition: MCT Cluster "no deploy"

Defect ID: DEFECTO000576744

Technical Severity: High Probability: High

Product: Brocade NetlrorDS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.8.00 Technology: MBGP - Multiprotocol Border Gateway
Protocol

Symptom: Upon modification of any VRF attributes like rodterget or routanap VRF routes that were earlid
not advertised to VPN neighbors would never be advertised even if theaoggé or routeanap
allows for such advertisement.

Condition: When BGP VPN neighbor is established and local VRF routes are added before configuring 4
route target, anthter export route target is added then VRF routes would not be advertised to
VPN neighbors.

Workaround: Always configure export routiarget in VRF before learning adding/learning routes in VRF.

Recovery: Add VRF export routd¢arget and clear BGPPNv4 session.
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Defect ID: DEFECTO000576778

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.8.00 Technology: Configuration Fundamentals

Symptom: Managemeninodule may reload unexpectedly or may switchover if standby management mog
available. The stacktrace will show "EXCEPTION 0300, Data Storage Interrupt" at "Task: scp
the "Possible Stack Trace" will be blank.

Condition: This issue is seaewhen disabling all the interfaces of a 20x10G Line card module.

Defect ID: DEFECT000576811

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.8.00 Technology: OpenStack Integration

Symptom: "flow-control rxpauseignore” command is not honored for 20x10G line card. Even with the
command configured, unicast traffic will not be forwarded on 20x10G LP's ports when PAUSH
frames are received.

Condition: 1. The c¢ o noordrol tkpafiseilgonrmor e 0 shoul d be enabl ed
2. 20x10G interface receives simple unicast traffic and pause frames

Defect ID: DEFECT000576858

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: CCR MACs on MCT L2VPN peer not learning as CCL MACs

Condition: When Spoke PW goes down between MCT L2\fi&érs, the standby MCT L2VPN peer which
becomes active does not learn MACs as CCL

Recovery: clear mac vpls < >

Defect ID: DEFECTO000577024

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.8.00 Technology: Syslog

Symptom: A port on the 20x10G module does not come up after the remote side flaps multiple times
continuously.

Condition: Seen only on the 20x10G module and with continuous flapping of remote side.

Recovery: Remove and reconnect fiber locally or disable and enable the port again manually at remote d
end.
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Defect ID: DEFECTO000577049

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2Switching
Reported In Release: NI 05.4.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Appl ying -$ wiet i@l c atamand on a VLAN can cal
on that VLAN

Condition: Happens when the VLAN for whidhhu p ksiwik ch o is applied has
vliano for MCT.

Workaround: St ep 1. Remove t hev!|VanAN cfornodm gfumeamh eorn u n g
Step 2. Apwliycmdploinnk he VLAN,
Step 3. Add the VLANOt caontulideryl@ime mb e r

Recovery: A fAiwrite memo foll owed by a router reload
I f fAwswliitekh o awdanmembefi gurations are bot
not be seen after bootup.

Defect ID: DEFECTO000577299

Technical Severity: Low Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: The "noexportvrf-leakedroutes” command is accepted at BGP configuration level even thoug
should only be executed under a specific address family.
Router(config)#router bgp
Router(configbgp)#localas 100
Router(configbhp)#no exportrf-leakedroutes
No eror message is printed and the configuration is accepted even though it will not take effe]

Condition: Configuring "no exporurf-leakedroutes” command under "router bgp"

Defect ID: DEFECTO000577647

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Traffic loss and VPLS MACs out of sync between MCT L2VPN cluster peer.

Condition: On CER platformyhile executing "clieninterface shutdown" and "no clieirtterface shutdown",
the VPLS MACs are not synced to the MCT peer.

Defect ID: DEFECT000577665

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: BGP4+- IPv6 Border Gateway Protocd

Symptom: BGP4+ session does not establish with the desired source IPv6 address and always uses thd
address as the source IPaidress when establishing the session.

Condition: Two IPv6 addresses are configured on the same subnet and interface, and BGP peering is c(
on second IPv6 address.

Workaround: Under BGP configuration, use the "update source" command optapetify the desired sourc
IPv6 address.
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Defect ID: DEFECTO000577739

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: MCT - Multi-ChassisTrunking

Symptom: MCT CCP is kept in up state after doing "cliémterface shut"

Condition: Applying "clientinterface shut" on CERT.

Defect ID: DEFECTO000577946

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.6.00 Technology: Hardware Monitoring

Symptom: 8x10G Line card module reports error similar to the following:
AGERAM Word 1 Parity Error on port range 1/1/4.

Condition: There are nspecific triggers for these errors. The errors will be noticed from release NI 05.6.
onwards when the NP memory error monitoring (Line Module memory error monitoring) featu
introduced.

Workaround: If these errors are not accompanied by traffgslor issues in traffic forwarding, the frequency
which these errors are logged can be reduced by increasing the polling period of sysmon |
memory errors using the CLI command (from the CONFIG level),

ilsys mon ngrorspelingperipd <pollingper i od i n seconds>0

The default polling period is 60 seconds. It can be increased from the current default to a
value, say 43200 seconds (every 12 hours).

Defect ID: DEFECT000578003

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.9.00 Technology: OSPF- IPv4 Open Shortest Path First

Symptom: OSPF Summary routes and external routes will not be calculated and populated in the @8§F
table.

Condition: This happens when OSPF ABR and ASBR routes are filtered using a dislishute

Defect ID: DEFECTO000578059

Technical Severity: Critical Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release:NI 05.9.00 Technology: PIM - Protocotindependent Multicast

Symptom: Multicast traffic loss maybe seen when multicast traffic is received on MCT CCEP port.

Condition: When multicast traffic is incoming on a MCT CCEP port andG@G&P port flaps or goes down an
traffic is moved on to other CCEP port on MCT peer.

Recovery: clear ip pim mcache on MCT nodes.

Defect ID: DEFECT000578298

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: IPsec- IP Security

Symptom: System reboot may be observed with IPsec configuration.

Condition: Issue may be observed when longer local identifier is specified under IKEv2 profile.
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DefectlD: DEFECTO000578595

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Local VPLS MACs not aging out

Condition: Disable multiple CCEP ports of MCT L2VPN at same time.

Defect ID: DEFECTO000578904

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 06.0.00 Technology: BFD - BiDirectional Forwarding
Detection

Symptom: Neighboring nodes of CES/CER may report protocol flaps for time sensitive protocols like LA
BFD and may not stabilize.

Condition: The issue can occur when there are CES/CER nodte oretwork that have many instances of
protocols with short timeout values configured (BFD5+ sessions/500 msec timeout, LACB or
more with short timeout).

Defect ID: DEFECT000579013

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.1.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Rolling-reboot is seen on CES/CER with cluster configuration.
Condition: 1) 2x10G card should be present &ade cluster configuration (clieftiterface ethernet <slot/port3
on its interface(s)
2) 2x10G card should be removed from the node
3) Node should be reloaded

Note: Issue is specific to CES/CER platform
Workaround: Before removing the 2x10G card, del¢he associated cluster configuration (clienerface
ethernet <slot/port>").
Recovery: On boot up, pres®"” to enter Monitor mode. Upload the startup config using TFTP.
Edit the configuration to remove the command "cliem¢rface ethernetstot/port>".
Download the startup configuration usimfip://ftp./
Reboot the box again.
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Defect ID: DEFECT000579084

Technical Severity: Critical Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.9.00 Technology: PIM - Protocotindependent Multicast

Symptom: Multicast traffic not received when L2 upstream is MCT peer.

Condition: When CCEP flaps and incoming changes to ICL and back to CCEP.

Recovery: Clear ip pim mcache

Defect ID: DEFECTO000579096

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: PBR- Policy-Based Routing

Symptom: After removal of allowall-vlan pbr from arinterface, the VLAN traffic received on the interface
would still get processed.

Condition: Removal of "allowall-vlan pbr" option from an interface.

Recovery: Power cycle of the module after the command has been removed is the only recovery option.

Defect ID: DEFECT000579123

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: ACLs - Access Control Lists

Symptom: IPv6 ACL ratelimiting accountingdoesn't increment as per traffic hitting the ACL rules. Butratd
limiting of traffic works fine. The problem has been fixed in R6.0.

Condition: With IPv6 ACL based ratémiting configured on an interface, when user executes the comman
"show ipv6accesdist accounting ethernet <slot/port> in rdiimit”, the accounting counters don't
reflect the traffic hitting the IPv6 ACL based rditmiting rules.

Defect ID: DEFECT000579525

Technical Severity: Medium Probability: High

Product: BrocadeNetlron OS Technology Group: Network Automation and
Orchestration

Reported In Release: NI 05.6.00 Technology: OpenStack Integration

Symptom: "Warn: active primary sync to standby MP failed!" seen on console.

Condition: Seen when MCT CCEP/CEP pofitspped multiple times within a few seconds.

Defect ID: DEFECTO000579759

Technical Severity: High Probability: Low
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassislrunking

Symptom: Traffic loss and high LP CPU conditions in MCT L2VPN configuration.

Condition: MCT L2VPN configuration.

Defect ID: DEFECT000579937

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: Software Installation & Upgrade

Symptom: BRAM size could sometimes be displayed as zero in "show version" command output.

Condition: On Software version NI05200 and above for 4x10G Line nardule.

Note: This does not cause any issue and hence can be ignored

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0
135



Defect ID: DEFECT000579942

Technical Severity: Critical Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.9.00 Technology: PBR- Policy-Based Routing

Symptom: When user removes IPv4 PBR, L2 PBR cam is also removed.

Condition: L2 Policy is applied on interface.

Workaround: Disable cam sharing or apply dummy Ipv4 PBR on that interface.

Recovery: Disable cam sharing.

Defect ID: DEFECT000580193

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.7.00 Technology: DHCP- Dynamic Host Configuration
Protocol

Symptom: DHCPvV6 clients do not get assigned IPv6 addresses. When a client sends a DHCPvV6 reques
MLX responds with an incorrect IPv6 source address. This causes devices that have strict ch
enabled (like ASUS routers) to reject the DHCPV6 response.

Condition: MLX acting as DHCPv6 agent.

Defect ID: DEFECT000580360

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.9.00 Technology: SNMP - Simple NetworkManagement
Protocol

Symptom: SNMPv3 groups using IPv4 standard numbered ACLs may be rejected and removed from thd
configuration upon reload.

Condition: Standard numbered ACL for SNMPv3 groups are applied.

Recovery: Reconfigure the missing SNMPgBoups after the device has fully loaded its configuration.

Defect ID: DEFECT000580510

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.6.00 Technology: ACLs - Access Control Lists

Symptom: CES/CER node does not respond to a trace route request

Condition: Issue can be seen when Receive ACL is configured on the CES/CER node and "traceroute"
is executed to a destination via the CES/CER node.

Note: This issue is applicable only for CES/CER platforms

Defect ID: DEFECT000580563

Technical Severity: Low Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: BGP4+- IPv6 Border Gateway Protocd

Symptom: IPV4 or IPV6 prefix which gets filtered due to an inbound reatg will be flagged with "F"
meaning "Filtered". For such a filtered route; the #eogh will be shown as "Not Reachable" thou
the nexthop carbe reachable. This can mislead to troubleshootegtreachability.

Condition: For a BGP neighbor inbound routgap should be configured.
The prefix filtered in the routenap can be an IPV4 prefix or IPV6 prefix.
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Defect ID: DEFECT000580685

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: Router reload while continuous CCEP and CEP flaps.

Condition: On MCT L2VPN peer, when CCEP and CEP flaps continuously.

Defect ID: DEFECTO000580810

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.7.00 Technology: VLAN - Virtual LAN

Symptom: Traffic also sent to the older ports which was part of the TVF LAG LB VLAN before.

Condition: When the TVF LAG LB VLAN was deleted and added with new set of ports, traffic also passi
through older ports.

Recovery: Add old port of the removed TVF LAG LB VLAN again to the same TVF LAG LB VLAN and
remove it.
or Reload the Line Card.

Defect ID: DEFECT000580877

Technical Severity: Low Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 06.0.00 Technology: Sysmon

Symptom: The display does not show information on slot when the command "show sysmon config" is r

Condition: This issue is seen when the slot information is not edited.

Defect ID: DEFECT000580978

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: SSH- Secure Shell

Symptom: Device may unexpectedly reload during SSH access.

Condition: When unknown SSH client is trying for the SSH access repeatedly with bad login and passwd

Workaround: You can permit or deny SSH server access to the device using ACLs. To configure an AC
restricts SSH server access to the devdoéer commands such as the following.
device(config)# accedsst 12 deny host 10.157.22.98
device(config)# accedsst 12 deny 10.157.23.0 10.0.0.255
device(config)# accedsst 12 deny 10.157.24.0/24
device(config)# accedsst 12 permit any
device(confg)# ssh accesgroup 12

Defect ID: DEFECT000581192

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: MCT - Multi-Chassis Trunking

Symptom: In CER/CES, when uplinkwitch settings are applied to a MCT VLAN, known unicast traffic is
flooded out the ICL LAG Primary port as if they are unknown unicast.

Condition: Uplink-switch configuration should be present on a MCT VLAN.

Recovery: Step 1Disable the cluster ports
Step 2. Do "no deploy" for associated cluster
Step 3. Do "deploy" for associated cluster
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Defect ID: DEFECT000581327

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.8.00 Technology: Hardware Monitoring

Symptom:

Errors like those shown below are reported on the console and syslog.

CAM1 Dbase Parity iBEV¥dor on port range 1
CAM3 Dbase Parity Error on port range 3
CAM2 P R A M3 Pty Ediror on port range 6/% / 8 0

ot St D

These errors may or may not be accompanied by traffic loss or issues in traffic forwarding.

Condition:

There are no specific trigger for these errors. The errors will be noticed from release NI 05.6.
onwardsirom when the NP memory error monitoring (Line Module memory error monitoring)
feature was introduced.

Workaround: [f these errors are not accompanied by traffic loss or issues in traffic forwarding, the frequg

which these errors are logged carréguced by increasing the polling period of sysmon NP
memory errors using the CLI command (from the CONFIG level),

ilsys mon ngrorspelingperipd <pollingper i od i n seconds>0

The default polling period is 60 seconds, it can be increased f@outhent default to a higher
value, say 43200 seconds (every 12 hours).

Defect ID: DEFECT000581474

Technical Severity: Low Probability: Low

Product: Brocade Netlron OS Technology Group: Security

Reported In Release:NI 05.7.00 Technology: ACLs - Access Control Lists
Symptom: Port membership of IPv4 ACL gets affected when HAGL is bound on VE interface

For example, if 'ip acceggoup 100 in ethe 1/3' and 'ipv6 traffitter ipv6acl in' are configured on
VE in the same sequence, the "show' command displays "ip accegsoup 100 in ethe 1/1 to

1/20". But, after removing 'ipv6 traffifilter ipv6acl in', the IPv4 ACL configuration will be seen i
'show run' as 'ip acceggoup 100 in'.

Condition:

This happens when an IPv6 ACLapplied and removed while an IPv4 ACL also exists on the \

Workaround: Issue is not seen when IPv6 ACLs are configured before IPv4 ACLs.

Recovery: Remove and reconfigure the IPv4 ACL after adding IPv6 ACL
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Defect ID: DEFECT000581636

Technical Severity: Low Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.6.00 Technology: ACLs - Access Control Lists

Symptom: Syslog may display wrong Ether type information for packets that are deni¢o ad¢AC ACL
enabled on an interface.

Example: LLDP (Ethertype : 000088cc) traffic could be logged as APPLETALK

Condition: MAC ACL is enabled on an interface. Command "mac aegessp enablelenylogging" is enableg
Deny rule is configured as part of ACL with "log" option enabled.

Example:

interface ethe 4/2

mac accesgroup mac_log in

mac accesgroup enablaenylogging

mac accesfist mac_log
deny any any any etype 000080f3 log
deny any any any etype 000088cc log

Defect ID: DEFECT000581903

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: When multiple BGP neighbors are configured, configuring "fitleangeupdated e | ay " wi
might put some BGP neighbors stuck in "ESTABp" state.
"p" meaningFilter Group change "Pending"

Condition: Multiple BGP neighbors should be configured.
"filter -changeupdatedelay 0" should be configured.

Defect ID: DEFECT000582212

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.8.00 Technology: LAG - Link Aggregation Group

Symptom: If LAG member ports flap for short time, then the traffic passing through the ports may be dro
after the port(s) come up.

Condition: LAG configuration

Defect ID: DEFECT000582245

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 05.8.00 Technology: OpenFlow

Symptom: Unexpected Line card reloachile adding OpenFlow rule.

Condition: Adding an OpenFlow rule with action as Port Group.
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Defect ID: DEFECT000582287

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.9.00 Technology: DHCP - Dynamic Host Configuration
Protocol

Symptom: DHCP client will not be able to obtain the IP address

Condition: This issue will be seen when the node is acting as a DHCP relay agent under the following cq
- The DHCP server and the client are in non defd&®F
- Static routes are used on the DHCP relay agent to forward the DHCP messages to DHCP ¢
server

Workaround: On the DHCP relay agent, to reach the DHCP server and clientViRteteaking should be use
instead of static routes.

Defect ID: DEFECT000582844

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: Static Routing (IPv4)

Symptom: CER fails to forward the traffic for the configured static route to X.X.X.X/32 with directly connd
interface as nextop.

Condition: (1) CER is configured with a static route to X.X.X.X/32 destination with directly connected intg
as nexthop.
(2) IP Traffic with IROPTIONs comes to CER, destined to X.X.X.X/32.
(3) Stop the traffic for few minutes destined to this aedion.

Recovery: clear ip route X.X.X.X/32

Defect ID: DEFECT000582945

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: XSTP- Spanning Tre®rotocols

Symptom: CER unexpectedly reloads

Condition: All ports enabled at same time when same traffic can reach the LP CPU through different por

Defect ID: DEFECT000583095

Technical Severity: High Probability: High
Product: Brocade NetlrorDS Technology Group: Layer 2 Switching
Reported In Release:NI 05.6.00 Technology: MCT - Multi-Chassis Trunking

Symptom: "Client-interface shut" on standby MCT node is not working as expected as the expectation ig
being the CCP down with reastincal client interfaces disabled" and CCP has to come up whe
clientinterface shut" is done. But the same is not happening.

Condition: Using "client interface shut" and "no client interface shut” with MCT VPLS setup.

Recovery: no deploy andieeply can recover system
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Defect ID: DEFECT000583319

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.6.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: SNMP polling on bgp4V2PeerTable (OID brcdlp.3.5.1.1.2) does not display all the BGP entrid

Condition: Multiple BGP sessions should be configured and the local IP of one of the peers should be hi
the next BGP peer entry's locald@dress. Sample entries are given below to explain the behay
exhibited:-

BGP peer 1 local IP address : XXx%xX
BGP reer 2 local IP address : XX.XX.XX.XX
BGP peer 3 local IP address : XX.XX.XX.XX

In the above example, the second BGP enttl leical IP address xx.xx.xx.xwill be skipped

Defect ID: DEFECTO000583379

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.8.00 Technology: MAC Portbased Authentication

Symptom: Symptom 1: When a MAC moves from a secured port to aseeared port, packets from secure
MAC address get forwarded (instead of getting dropped).
Symptom 2: The Violation mode with Port MAC Security configured will default to "None" inst
of "shutdown". This means that the port will not be shutdown when violation occurs and all pa
will continue to get forwarded. The number of MACs learnt as secure MACs will still be limited
the maximum value configured. However, the remaining MACsgeillearnt as neeecure MACs.
Symptom 3: After a reload, the configured
value of 06168.

Condition: These issues are seen in 5.8.00bm and 5.8.00d on CES/CER platforms with the Port MAC S{
feature configured.

Workaround: For Symptom 1: When PMS configuration is required, the system must be reloaded after g
it
For Symptom 2: Set Violation mode explicitly to "Shutdown" using CLI
For Symptom 3: After a reload, reconfigure the "maximuimit.

Defect ID: DEFECT000583604

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.8.00 Technology: Syslog

Symptom: A port on the 20x10G module does not comefiper the remote side flaps multiple times
continuously.

Condition: Seen only on the 20x10G module accompanied by continuous flapping of the remote side.

Recovery: Remove and reconnect fiber locally or disable and enable the port again manueatiptat or local
end.
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Defect ID: DEFECT000583906

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.8.00 Technology: PIM - Protocotindependent Multicast

Symptom: Multicast traffic loss after flapping CCEP port and clearing multicast cache in an MCT networ

Condition: Presence of 200+ IGMP groups. Continuous CCEP port flaps in a MCT cluster along with cle
multicast cache entries on the clusiede (on which the CCEP port is flapping)

Recovery: Clear the multicast cache entries on both MCT peers.

Defect ID: DEFECT000584065

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
ReportedIn Release: NI 06.0.00 Technology: IPv4 Multicast Routing

Symptom: Layer3 multicast traffic causes high CPU usage on one of the MCT cluster devices.

Condition: Either of the following cases occurring on the peer node of a MCT setup can triggemititson: -
- MCT peer reload
- Management Module Switchover of the MCT peer
- Disabling and enabling Cluster Client port [CCEP]

Recovery: Clear the multicast cache entries on both MCT peers.

Defect ID: DEFECT000584145

Technical Severity: Low Probability: Low
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.8.00 Technology: Hardware Monitoring

Symptom: Misspelling of text "search” as "serach” in diag bimtog.

Message similar to the below will lésplayed:
"PORT1 CAMO serach error 0x0 0x20 :0x5120 :0x5120 "

Condition: diag burnin command fails because of CAM search errors when run on a Line card Module

Defect ID: DEFECT000584285

Technical Severity: Medium Probability: Medium

Product: Brocade Netlron OS Technology Group: Monitoring

Reported In Release: NI 05.8.00 Technology: RAS - Reliability, Availability, and
Serviceability

Symptom: On running "diag burin”, the below error could be seen
on diagnostic failure.
PORT1 CAMO serach error 0x0 0x20  :0x5120 :0x5120
diag_ntl_entry_search error

Failed

Condition: With NI5800 and above image, when running diagnostics on Line card module types 20x10G
2x100GCFP2.

Recovery: Reload the system tmoot up the application since these errors will be corrected by the applicati
software.

NI ©0S06.0.0ad for Brocade MLXe and Netlre2.0
142



Defect ID: DEFECT000584298

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 06.0.00 Technology: IP Addressing

Symptom: Management module may unexpectedly reload

Condition: Scaled IPSEC configuration with more than 50 tunnels and HLOS is executed.

Defect ID: DEFECT000584661

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release: NI 05.6.00 Technology: DHCP- Dynamic Host Configuration
Protocol

Symptom: DHCP client will not be able to obtain the dfdress.

Condition: This issue will be seen when the device is acting as a DHCP relay agent and the DHCP servq
are in different VRFs.

Workaround: Configure DHCP server and client in the same VRF.

Defect ID: DEFECT000584908

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye

Reported In Release:NI 05.7.00 Technology: I1S-IS - IPv4 Intermediate System to
Intermediate System

Symptom: IS-IS ECMP route costalculation between shortcuts and IGP path may go wrong wherein sho
path would be preferred incorrectly.

Condition: This issue may be observed when "reversgric" command is configured under global or interfa
level.

Defect ID: DEFECT000585112

Technical Severity: Low Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.9.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: 6i f Tabl ed does enmidsduiigshe SNMPwdlkhe L AGs

Condition: Device should have LAG configured and SNMP walk should be performed on the table 'ifTab

Note: This issue is applicable from the release 5.9 onwards

Defect ID: DEFECT000585156

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: MPLS
Reported In Release: NI 05.9.00 Technology: MPLS VLL - Virtual Leased Line

Symptom: Below logs keeps coming on MP console.

ERROR:mplp_get_Ip_data_request:Session29: requestadasitffffffff 80000000 is invalid for
msgtype 12
ERROR:mplp_get Ip data_request:ntgge is MPLP_MSGTYPE_SCP_INFO and dgpe is 44

Condition: VLL-LOCAL configuration on the 32 slot MLX chassis.
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Defect ID: DEFECTO000585309

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.7.00 Technology: IPv4 Multicast Routing

Symptom: Intermittent packet loss when PIM interface through which traffic is not received flaps.

Condition: PIM interface flaps

Defect ID: DEFECTO000585789

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.6.00 Technology: OSPF- IPv4 OperShortest Path First

Symptom: Router may unexpectedly reload in OSPF task when a neighboring third party router reloads.

Condition: - Router should have OSPF adjacency with a third party router and should have learnt Opaqy
from it
- Theneighboring router is reloaded

Defect ID: DEFECT000586048

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release:NI 05.9.00 Technology: PIM - Protocotindependent Multicast

Symptom: Layer3 multicast traffic causes high CPU usage on one of the MCT cluster devices.

Condition: Either of the following cases occurring on the peer node of a MCT setup can trigger this cond
- MCT peer reload
- Management Module Switchovef the MCT peer
- Disabling and enabling Cluster Client port [CCEP]

Recovery: Clear the multicast cache entries on both MCT peers.

Defect ID: DEFECT000586114

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.6.00 Technology: CLI - Command Line Interface

Symptom: Starting 5.7.00, named ACLs are mistakenly restricted from having names that begin with a n
Because of this, when upgrading frorower release to 5.7.00 or above, any Named ACL with 3
name beginning with a number will get rejected in the reload after upgrade.

Condition: Seen in 5.7.00 and above when named ACLs are configured to have names that begin with §

Workaround: Before upgrading to any release 5.7.00 or above, ensure that all named ACLs have name
not begin with a number.

Recovery: If any named ACLs were not applied during upgrade, reconfigure them with names that do no
with a number and reapptiiem.
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Defect ID: DEFECT000586281

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 05.6.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: Whenquerying the custom MIB 6 aglpPortCount
show the same value. However, the "show stats" output for that LAG could show different val

Example: If 1/3 and 2/3 are member ports of a LAG and only 1/3 rectaffic and 2/3 does not,
both could still show the same values in |
queried.

Condition: The LAG being queried has more than one member port

Defect ID: DEFECT000586897

Technical Severity: High Probability: Medium

Product: Brocade Netlron OS Technology Group: Security

Reported In Release:NI 06.0.00 Technology: SSH- Secure Shell

Symptom: Unexpected reload of Management module when copying multiple L2 ACL configuration files
SCP/Tftp://itp./

Condition: Repeated execution of any of the below mentioned commands on the Management module \
file has at least 1000 ACLs with each ACL having 257 filters.
1) "copy scp runningonfig <scpserverip> <file-name>"
(or)

2) "copytftp runningconfig <tftp-serverip> <file-name>"

Defect ID: DEFECT000587383

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.6.00 Technology: ACLs - Access ControLists

Symptom: Device responds to NTP query targeted for broadcast IPv4 address

Condition: Reception of NTP query with destination IPv4 address as broadcast

Defect ID: DEFECT000587423

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 05.8.00 Technology: MACsec- Media Access Control secur,

Symptom: Wh e n  fA-dyeamiel¢éam” is enabled under "globpbrt-security”, MAC addresses learnt on a
PMS enabled LAGnember port do not get deleted after the corresponding interface flaps.

Condition: Under "globalportsecurity”, "deletedynamiclearn” is enabled.
PMS is enabled on a LAG port.
MAC addresses are learnt on LAG's member ports.

Recovery: Delete theéSecure MAC address learnt on the LAG port manually.
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Defect ID: DEFECT000588340

Technical Severity: Medium Probability: Medium
Product: Brocade Netlron OS Technology Group: Layer 2 Switching
Reported In Release: NI 05.6.00 Technology: ERP- Ethernet Ring Protocol

Symptom: Upon reload, CES/CER nodes will go back to ERP version '1' even though the device was co
as ERP version '2'

Condition: "rapsdefaultmac” option is removed from ERP configuration (as shown in the example lislow|
enable ERP version '2' and the device is reloaded

erp 10
no rapsdefaultmac
Recovery: The command "rapdefaultmac” has to be removed again after reload

Defect ID: DEFECT000588469

Technical Severity: Medium Probability: High

Product: BrocadeNetlron OS Technology Group: Monitoring

Reported In Release: NI 06.0.00 Technology: RAS - Reliability, Availability, and
Serviceability

Symptom: When the line card is booted to OS, from the monitor using "boot os flash primary", after som
remote console session ends abruptly. User may see the following errors just before the sesq
termination on the line card:

TSEC: bm_get_buf() failed(2) 1
TSEC: bm_get_buf() failed(2) 2
TSEC error: Invalid buffer pointer. Count=1

Condition: When thdine card is booted to OS, from the monitor using "boot os flash primary" command.

Workaround: No workaround

Recovery: Reboot the line card from the management card using "pofivg" and "poweron Ip".

Defect ID: DEFECTO000589350

Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.9.00 Technology: PIM - Protocotindependent Multicast

Symptom: Intermittent multicast traffic drops.

Condition: Seen when a PIMnabled interface with no traffic incoming or outgoing is disabled or enabled.

Defect ID: DEFECT000589468

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release:NI 05.7.00 Technology: Hardware Monitoring

Symptom: Low memory warning syslog messages are observed after copying an individuaDfFifage t
a Line card module through SSH session
Condition: On a device that is already utilizing high memory and is cloigettow memory warning threshold
Workaround: Perform individual FPGA XPP image copy from the console or a Telnet session
OR
Copy the combined LP FPGA image
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Defect ID: DEFECT000589471

Technical Severity: High Probability: High

Product: BrocadeNetlron OS Technology Group: Monitoring
Reported In Release: NI 05.9.00 Technology: Hardware Monitoring
Symptom: When connected to LR4 CFP link won't come up.

Condition: NA

Defect ID: DEFECT000589895

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 05.9.00 Technology: PIM - Protocolindependent Multicast

Symptom: Slow loss of packet buffer will be observed on Line card module.

Condition: Line cardmodule frequently receives and reassembles fragmented IPv4 PIMv2 packets.

Defect ID: DEFECT000590494

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Security
Reported In Release:NI 05.9.00 Technology: ACLs - Access Control Lists

Symptom: Unexpected traffic loss when applying ACL

Condition: Applying numbered/named L2 ACL filter with Etype in hex and prientgpping.

Example:
dutl(config)#acceskst 404 permit 1234.5678.1234 ffff.ffff.ffff any 401&ype 00008100 priority
mapping 7

Workaround: Configure ACLs with etype as the keywords instead of hexa values

dutl(config)#acceskst 404 permit 1234.5678.1234 ffff.ffff.ffff any 4019 etype ipv6 priofity

mapping 7
Defect ID: DEFECT000590634
Technical Severity: High Probability: High
Product: Brocade Netlron OS Technology Group: IP Multicast
Reported In Release: NI 06.0.00 Technology: IGMP - Internet Group Management
Protocol

Symptom: Device may reload when user run script whidinfigures and weonfigures IGMPV3 version
configuration on tunnels.

Condition: Repeatedly configure/uconfigure IGMPv3 version configuration on tunnel.

Defect ID: DEFECT000591720

Technical Severity: Medium Probability: High
Product: BrocadeNetlron OS Technology Group: Layer 3 Routing/Network Laye
Reported In Release: NI 05.8.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: For VRF/VPNV4 routes, BGP might not honor néxip IGP metric for selecting BeBlath, even
with i n ehepgmpls followi gp &6 conf i gur ed.

Condition: "nexthopmpls followi gp o shoul d be configured in BGP
For a VPN learned destination, there should be more than one path, and all paths should hav
different nexthops with sameutgoinginterface/tunnel.

Flapping this outgoingnterface/tunnel will result in a Be&tath that might not have honored the
nexthop igp metric.
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Defect ID: DEFECT000591822

Technical Severity: High Probability: Medium
Product: Brocade Netlron OS Technology Group: Management
Reported In Release: NI 05.9.00 Technology: CLI - Command Line Interface

Symptom: Management module stops responding to the SSH and Telnet connection requests.

Condition: When "show tectsupport" is executed and thesociated SSH/Telnet session is aborted midway

Recovery: A switch-over of the active Management module from another existing open session or reload
router is required to recover.

Defect ID: DEFECT000593099

Technical Severity: Medium Probability: High

Product: Brocade Netlron OS Technology Group: Management

Reported In Release: NI 06.0.00 Technology: SNMP - Simple Network Management
Protocol

Symptom: ifDescr for PW3 interface in a pwEnetTable was showing an incorrect value.

Condition: Always seen for pwEnetTable.

Defect ID: DEFECT000593652

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Management
Reported In Release:NI 06.0.00 Technology: CLI - Command Line Interface

Symptom: Even after removing the NTP configuration either by issuing "no ntp" or by removing all the
configured NTP servers, the output of "show clock detail" command still shows the time sourg
NTP.

Condition: Either by executing command "no ntp“unconfigure NTP or by removing all the configured NTH
servers

Defect ID: DEFECT000594078

Technical Severity: High Probability: High

Product: Brocade Netlron OS Technology Group: Security

Reported In Release: NI 06.0.00 Technology: PBR- Policy-Based Routing

Symptom: The PBR counters for IPv4/IPv6 are not updating when the ACL contains mix of permit and d
rules.

Condition: Create an ACL with rules with action as permit and deny. Use this ACL in PBR. Bind the PBH
interface.Send the traffic with matching attributes. The counters are not updating properly.

Defect ID: DEFECT000594082

Technical Severity: Medium Probability: High
Product: Brocade Netlron OS Technology Group: Security
Reported In Release: NI 06.0.00 Technology: PBR- Policy-Based Routing

Symptom: The statistics for ipv4 pbr are getting updated twice in CES/CER box.

Condition: Apply IPv4 PBR on interface and send traffic with matching rule attributes. The counters can
updating twice.

Recovery: This problem has been addressed in R6.0
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Closed without code changes

This section lists software defects with Critical, High, and Medium Technical Severity closed
without a code change as 4125/2016in NI 6.0.00.

Defect ID: DEFECT000545288 Technical Severity:  Medium
Reason Code: Not Reproducible Probability: High

Product: Brocade Netlron OS Technology Group: SDN
Reported In Release: NI 05.8.00 Technology: OpenFlow

Symptom: Issuing the command 'poweiff Ip all' and ‘poweion Ip all'may cause 8x10G modules to remain
down due to "LBG failure”. This can cause IPC failures and the below error messages to shqg
MP console:
Error:sysmon_ipc_send_config: ipc_send() failed to dest_fid 0000d003 (ret = 4)
Error:dcblpcNetlron_sendlpcBujf IPC send failed

Condition: This only affects 8x10G modules.

Defect ID: DEFECT000545537 Technical Severity: ~ Medium

Reason Code: Not Reproducible Probability: High

Product: Brocade Netlron OS Technology Group: Layer 3 Routing/Network Layd
Reported In Release: NI 05.8.00 Technology: BGP4- IPv4 Border Gateway Protocol

Symptom: In some scenarios, for just a few routesadelition of nordefault routes takes more than 10ms. T
has no functional impact and is applicable with algorithmixle enabled LPs only.

Condition: After clearing VPN neighbors status for multiple raefault VRFs at the same time, theadition
of routes results in a few routes taking more than 10ms.

Defect ID: DEFECT000551390 Technical Severity:  Medium
Reason Code: Not Reproducible Probability: Low

Product: Brocade Netlron OS Technology Group: Monitoring
Reported In Release: NI 05.7.00 Technology: Syslog

Symptom: The below message could be seen frequently in syslog.
23: Mar 23 07:15:19:W: Latched low Temperature warning, port 16/9
24: Latched high TX Bias Current warning, port 16/9
25: Latched low TX Bias Current warning, port 16/9
26: Latched high TX Power warning, port 16/9
27: Latched low TX Power warning, port 16/9
28: Latched low RX Pwer warning, port 16/9

Condition: On enabling optical monitoring on 20x10G Line card module with SFPP optic.

Workaround: Disable optical monitoring for the port on which the errors are seen

Defect ID: DEFECT000553175 Technical Severity:  High

Reason Code: Will Not Fix Probability: High

Product: Brocade Netlron OS Technology Group: MPLS

Reported In Release: NI 05.4.00 Technology: MPLS Traffic Engineering

Symptom: FRR may take longer than the standard 50 ms.

Condition: Issue can be sednany of the following conditions are true
- PIM interface and MPLS uplinks are on same physical interface.
- MPLS uplink ports are using different Network Processors on LP
- LDP signaling

Workaround: - Multicast and MPLS uplinks on different pligal interfaces
- MPLS uplinks on same Network Processor on a single LP
- MR2 Management Module instead of MR
- VLL (RSVP signaled) instead of VPLS
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